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Preface

In this work we have attempted to summarize our activity in the field of chain graph
models, with a particular emphasis on the parameterizations and inference of regres-
sion chain graph models, often referred as regression graph models, for the analysis
of categorical data. Unlike other families of graphical models, such as the Bayesian
networks (that is directed acyclic graphs) or the undirected graph models, which are
by now extensively known and used, the regression graphs do not enjoy yet the same
popularity. Our motivation for writing this book stems from the conviction that this
class of models can be highly beneficial for statistical data analysis. This family of
graphs defines a framework of recursive multivariate regressions that find application
in important fields such as structural equation models and marginal models for qual-
itative data. In contrast to undirected graphical models, the regression graph models
allow the variables considered on equal standing to be grouped into chain compo-
nents that can serve different roles in the data-generating mechanism. Regression
graphs also bridge some limitations of Bayesian networks used to define univariate
recursive regression models that do not account for additional forms of dependencies
for instance induced by unobserved variables.

This work has a twofold intention. The first is to consolidate knowledge on regres-
sion graphs, their interpretation in terms of sequences of multivariate regressions,
interpretable parameterizations for categorical data, and inference and model selec-
tion within the frequentist and Bayesian approaches. The second objective of this
work is encouraging both the applications and the research concerning this class of
graphical models.

The book is intended primarily for graduate and Ph.D. students in Statistics and
Data Science who are familiar with the basics of graphical Markov models and of
categorical data analysis, and for motivated researchers in specific applied fields.
Data and R code used in the book are made available at the website https://github.
com/StaThin/RGM.

The writing of this book has been stimulated and enriched by collaborations
and discussions over the time with colleagues and friends from the community
of graphical models and categorical data analysis. We are especially grateful to
Nanny Wermuth, David Cox, Wicher Bergsma, Tamds Rudas, Ioannis Ntzoufras,
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Anna Gottard, Kayvan Sadeghi, Alberto Roverato, Luca La Rocca, Mathias Drton,
Robin Evans, Francesco Bartolucci, Antonio Forcina, Guido Consonni, Sgren Hgjs-
gaard. We would also thank the Editors of Springer Publications and the Anonymous
Reviewers for their careful reading, constructive comments and suggestions that have
thoroughly improved this manuscript.

Florence, Italy Monia Lupparelli
June 2025 Giovanni Maria Marchetti
Claudia Tarantola
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