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“A thinker without a paradox is like a lover  
without passion: a paltry mediocrity.”

— Søren Kierkegaard, Philosophiske Smuler (1884)





vii

Preface: The Final Narcissistic Injury of Humankind ix
Introduction xiii

Chapter 1 Artificial Human Intelligence: Beyond  
the Human Mind 1

Chapter 2 The Nature of Life: Biological Foundations  
in a Technological World 27

Chapter 3 The Rise of Artificial General Intelligence:  
Engineering Universal Thinkers 49

Chapter 4 Theory of Mind: Understanding Consciousness 123

Chapter 5 Exploring the Human Brain:  
The Seat of Consciousness 169

Chapter 6 The Dual Nature of Consciousness: Algorithmic  
Precision or Quantum Mystery? 203

Chapter 7 Evolving Humanity: The Journey to Artificial  
Human Intelligence 233

Chapter 8 The Evolution to Godhood: Transcending  
Human Limits 283

Chapter 9 Final Reflections: Humanity’s  
Next Evolutionary Leap 297

Contents



Epilogue: How to Avoid the Zombie Apocalypse   
Life in the Singularity: A Mirror to Nowhere 303
Glossary 309
References 315
About the Authors 321
Index 323

viii Contents



ix

Preface: The Final 
Narcissistic Injury 
of Humankind

“Subdue the Earth!” With these resounding words, the divine command of 
the Old Testament spurred humanity’s entrance into the world. For countless 
generations, people held unwaveringly to the notion that the Earth must be 
the center of the cosmos. Surely our loving Creator would place humanity— 
his most cherished creation— on a pivotal planet rather than relegating us to 
a dim corner of the universe. Enter Nicolaus Copernicus, the disruptor of 
Earth’s centrality, shattering the illusions of the faithful. While this cosmic 
demotion was a bitter pill, it laid the groundwork for groundbreaking scien-
tific discoveries and revolutionary technologies, from Einstein’s general rela-
tivity to quantum theory, space exploration, and the James Webb Space 
Telescope. Our “cosmological injury” initiated a series of painful revelations 
that Sigmund Freud called the “narcissistic injuries” of humankind.

Fast- forward three centuries, and Charles Darwin unveiled another 
unsettling truth: We were not fashioned in God’s image but are the products 
of biological evolution. This “biological injury” stripped humanity of its God- 
given status, positioning us firmly within the animal kingdom. Our collective 
ego suffered another blow, but this made way for progress and new knowl-
edge, such as genetic engineering and decoding the human genome.
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In the twentieth century, humanity endured a “psychological injury,” 
learning that unconscious drives and emotions governed us far more than 
rational thought, moral imperatives, or conscious willpower. This third 
bruise to our self- esteem led to remarkable advancements, particularly in 
medicine and psychology.

This series of painful realizations, which have shaken human certainties to 
their core, now enters a final chapter in the twenty- first century. Humankind 
confronts its ultimate narcissistic injury— the colossal violation of our self- 
esteem by the mistaken belief that we can create a posthuman hyper- technology 
that can outperform us in every way: the Ubermensch. In the Nietzschean 
sense, this isn’t a human endeavor but a form of self- deception, a “mind exten-
sion” whose underlying “spirituality” is neither understood nor explainable— 
just a disparate species that could render its progenitors Homo obsoletus.

In this new era, Man— the Mensch— has now taken evolution into his 
own hands, seeking to transcend the limitations of our biological existence. 
Through a technological singularity, humanity aims for nothing less than 
bliss, divinity, and immortality born out of the machine: Deus ex Machina. 
The created now become the creator of their creation, forging a new reality 
where biological constraints no longer define our potential.

This bold endeavor challenges the very nature of human existence. We 
journey to reshape our existence and redefine our place in the cosmos.

While Freud’s three injuries inadvertently spurred progress, humanity 
now actively seeks advancement. We have come to believe that experimen-
tation and progress are fated companions, so we now take human creation 
into our own hands. But this time, humanity may fail to benefit from the 
revelation. This narcissistic drive for technological progress may, in fact, 
doom humankind.

As we find ourselves teetering on the edge of an unprecedented fron-
tier, our challenge lies in our relentless striving toward a dynamic equilib-
rium between our unyielding drive for progress and the essence of our 
humanity. By examining the far- reaching consequences of burgeoning 
technologies, fostering cross- disciplinary dialogue, and placing emphasis on 
the philosophical and ethical facets of our existence, we can ensure that our 
pursuit of progress elevates and enriches the human experience rather than 
dilutes or displaces it.

This tectonic shift has the potential to unfold in at least one of two 
ways: either through the emergence of a digital superintelligence or by 
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humanity wholly merging with technology, intertwining every visible and 
invisible aspect of our existence with a digital interface. Our yearning for a 
Deus ex Machina— the coveted embodiment of the divine and creation 
itself— is seemingly within our grasp, as thinkers like Ray Kurzweil suggest, 
with the dawn of a technological singularity looming on the horizon.

What has been seen as fiction will soon be a fact. If the Mensch is to be 
kept as an entity beyond the mere explicable physical universe, now is the 
time to reflect on potential futures and scenarios of how a technological 
singularity might unfold. Suppose the Mensch now takes evolution into its 
own hands by hacking biology. In that case, if we are now to form and cre-
ate conscious entities moving from the divine act of creationism to the act 
of creationism— where we gain the capability to create and shape any given 
future— the absolute paradox arises: If everything is credible, what will hap-
pen with the Mensch? If we create conscious entities, what remains to be 
referred to as human?

As we close the gap between humanity and artificial general intelli-
gence, we are left with one interesting paradox: If we build everything and 
design entities that are identical, how do we ensure there is something left 
in the unknown for the Mensch to ponder? How do we ensure the poten-
tial of infinite progress, and how can we build and shape yet still leave that 
very thing that is not thinkable in the unknown?

The final narcissistic injury, however profound or wretched, should 
never be fully realized, as we— the Mensch— would cease to exist. This 
could manifest literally (as Homo sapiens is supplanted by its creation) or, 
even more tragically, when the species loses the capacity to shape its destiny. 
In Greek mythology, the vain youth Narcissus is captivated by his reflection 
in the spring. In the final narcissistic injury, the reflection would remain, but 
no self would be left to recognize it— the loss of perception’s perception.

For many years, we have been interested in how a philosophical zom-
bie apocalypse can be avoided and what the role of the Mensch could 
hold. This is our journey, the dance at the outskirts of mind and matter, 
where philosophy and physics meet to change, and maybe this is where 
we will find life: in the paradox, in this wonderful dance that makes life 
livable for the Mensch.

Each contradiction is a paradox because they are connected, and that is 
where you find life. That is where life is, in the paradox. The dance of it? 
Philosophy and physics.
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Introduction

To this day, we humans live with two irrefutable truths: Everything is in 
constant change, and we all will die. The first one, panta rhei— “everything 
flows,” as the Greek philosopher Heraclitus described it— explains that we 
cannot step into the same river twice, “for it is not the same river, and we 
are not the same man”; it is a realization with which we humans can cope. 
The second statement, on the other hand, that we all will die, is a little 
trickier. It triggers fear because it is a step into the unknown. Is life, then, 
over, or does the soul experience a transition into another being? Existential 
angst arises from pondering the nature of human existence, the meaning of 
life, and the inevitability of death.

The human being, or Mensch (in German), as we will refer to it in our 
book, possesses what seems to be a unique ability to be consciously aware 
of its mortality. This awareness can lead to existential angst as we grapple 
with the fact that our lives are finite and that we will eventually cease to 
exist. Our fear of death can drive us to seek meaning and purpose in our 
lives, and existential angst arises when the Mensch struggles to find a sense 
of meaning or purpose, leading to feelings of emptiness and despair. It is also 
the representation of the ultimate unknown that causes fear, because no one 
can honestly know what happens after we die. We may feel overwhelmed by 
the uncertainty surrounding death and the afterlife. Death is an inevitable 
part of life, and the fact that it is beyond our control can lead to feelings of 
helplessness and anxiety. Existential angst can stem from this lack of control 
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as people grapple with the idea that their existence is ultimately subject to 
forces beyond their influence.

What is death? There are no absolute answers. Religion and research 
offer many building blocks, usually with a comforting message: the path to 
transition can be painful, but dying itself is peaceful, even for the compan-
ions. Just as each life differs, so too does the dying process. Biologically, each 
dying process can be defined, but only in terms of the death of individual 
cells or organs. Even during embryonic development, programmed cell 
death occurs repeatedly when excess cells that are no longer needed during 
development kill themselves. Later, T lymphocytes— white blood cells— 
eliminate cells that are harmful to the organism. Even whole organs, such as 
limbs or the spleen, can die while the person continues to live. Surprisingly, 
little research has been done on what causes an organism to die. Cardiovas-
cular failure, often cited as a reason, is usually the result of other circum-
stances. Is it the soul itself, whose life energy slowly halts according to a plan, 
as many spiritual wisdom teachings claim? Transplant medicine is currently 
raising the question of whether human death can be defined as brain death. 
Only total brain death has been established as a necessary condition for 
organ harvesting.

What about life after death, which religions often promote? No one 
knows the truth; therefore, there are many interpretations of what life after 
death might look like. Christian religions provide surprisingly little accurate 
information. Rebirth is ruled out, but from an all- death theology to a per-
sonal judgment that decides the soul’s subsequent whereabouts in heaven or 
hell, everything seems possible and nothing concrete. Most Christian theo-
logians today assume that the whole person (with body and soul) dies at the 
moment of death but immediately awakens to a new life in the afterlife. 
Accordingly, the individual resurrection would not occur on the Last Day 
but immediately after each person’s death. For some philosophers, separat-
ing the soul from matter is not possible.

Perhaps most difficult to understand is the view of many believers that 
after death, there should be a trial, a retrospection, or a negotiation in which 
the future whereabouts of the soul are determined. Imagine that a person has 
finally overcome the agony of death and is either judged immediately, leav-
ing no further opportunity to improve on the mistakes of one’s life, or the 
personality is preserved in an intermediate state indefinitely until the Day of 
Judgment. This view, though fortunately no longer so strongly taught today, 
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was for a long time considered binding on believers, probably also to keep 
them from loving each other in life. Religion is always a mirror of its time.

The ancient wisdom texts should also not go unmentioned. The Bardo 
Thodol, or the Tibetan Book of the Dead, describes precisely and meticulously 
the heavenly worlds into which the soul will enter, places supposedly seen 
by Tibetan monks who could make such a journey while in a supercon-
scious state through deep meditation. In many spiritual and metaphysical 
contexts, the superconscious state is described as a level of consciousness 
beyond humans’ everyday waking consciousness, transcending the individ-
ual mind’s limitations. It is often associated with states of enlightenment, 
spiritual insight, or deep intuitive understanding. It’s seen as a state where 
one can access universal truths or wisdom, often linked with the concept of 
collective consciousness. Perhaps the ancient Egyptian texts describing sim-
ilar afterworlds, including the so- called tunnel, were written by people with 
near- death experiences. We can learn a lot from religions and ancient texts, 
especially about the value of life.

In this book, we will follow a different path and take immortality into 
our own hands. Even without a scientific understanding and agreed- upon 
definition of consciousness, let alone a superconscious state, science is help-
ing us more and more to understand the universe and unravel the mysteries 
of life, and we might soon reach a point where we can decide for ourselves 
if and when we want to go. In this book, we will explore the journey 
toward technological singularity and how perhaps consciously building sin-
gularity and creating what we will refer to as artificial human intelligence 
(AHI) might be humanity’s (only) path to follow. We will look at the arising 
paradoxes we are confronted with when building AHIs— identical to the 
Mensch— yet keeping the concept of “The Mensch” unsolved.

The concept of singularity, also known as technological singularity, refers 
to the hypothetical future in which technological progress will become so 
rapid that it will fundamentally change the nature of human civilization and 
the world as we know it. Some people think that the singularity could be 
triggered by the development of artificial intelligence (AI) that surpasses 
human intelligence, leading to a scenario in which machines become capable 
of independently creating new technologies and advancing exponentially.

There is ongoing debate about whether the singularity is likely to 
occur and, if so, when it might happen. Some experts think the singularity 
is not near and may never happen, while others think it is imminent and 
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could occur within the next few decades. There are several reasons why 
the singularity may not be near. One reason is that it is difficult to predict 
the future course of technological development and its progress rate. It is 
possible that technological progress may not proceed as rapidly as some 
people expect or that unforeseen obstacles may arise that slow down or 
prevent the development of the technologies thought necessary for the 
singularity to occur.

Another reason is that significant technical challenges need to be over-
come before AI can reach the level of intelligence required to trigger the 
singularity. For example, AI systems still struggle with tasks that are simple 
for humans, such as natural language processing and understanding context. 
While progress is being made in these areas, it is unclear how long it will 
take for AI to reach the level of intelligence required to trigger the singularity.

Ethical and social considerations also need to be taken into account 
when considering the potential impact of the singularity. Some people are 
concerned about its potential negative consequences, such as the displace-
ment of human workers by intelligent machines or the potential for AI to 
be used for malicious purposes.

Creating machines with conscious experiences has been one of the 
most difficult challenges in AI. Since the emergence of AI as a research field, 
researchers have been exploring ways to create machines that mimic 
humanlike consciousness. However, the challenge is further compounded 
by the numerous philosophical definitions of consciousness. These defini-
tions range from the most superficial interpretations, such as the awareness 
of one’s surroundings, to more complex interpretations, such as the pres-
ence of self- awareness or subjective experiences.

One of the most common starting points for understanding conscious-
ness is examining qualia or the subjective experiences associated with sen-
sory perceptions, such as the redness of a rose or the sweetness of a piece of 
chocolate. However, it is still not completely clear how the brain creates 
conscious content. This has led researchers to focus on understanding the 
neural mechanisms underlying conscious experience. To develop machines 
that can exhibit conscious experiences, defining a starting point for under-
standing consciousness is necessary. This is because we must first understand 
how consciousness works before creating machines that can have conscious 
experiences. Only then can we create hardware and software capable of 
reproducing the conditions required for creating conscious experiences. 
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This involves designing algorithms that mimic the neural mechanisms 
underlying conscious experience and developing machine learning models 
to learn from and adapt to their environment.

Over the years, scientists and philosophers from various fields have 
attempted to understand the creation of conscious experiences. Some have 
focused on the biological and cognitive mechanisms underlying conscious 
experience, whereas others have explored the philosophical implications of 
artificial consciousness. From what we can see today, some attempts have 
already been crowned with success, but there is still a long way to go.

When we use the term consciousness in this book, we refer to this as phe-
nomenal consciousness— qualia (e.g., the subjective experience of what it 
feels like to be something). We are aware of multiple differences and under-
standings of consciousness, and the problem is that very often, there is no 
clear common understanding as a basis for discussions within various fields 
and understandings of what is meant when we talk about consciousness.

Current AI’s strength lies in its ability to outperform humans in tasks 
that machines have historically excelled at and in its ability to reproduce 
aspects of humanlike consciousness. The ability to create machines that 
mimic humanlike consciousness is a significant milestone in the develop-
ment of AI. It opens up new avenues for research and innovation, poten-
tially revolutionizing fields ranging from healthcare to entertainment. 
However, there are ethical implications, such as the risks of creating 
machines that can think and feel like humans. Creating machines with 
consciousness has been a long- standing challenge in AI, and the idea 
becomes even more intriguing when considering that quantum physical 
phenomena could play a role in creating conscious experiences in living 
organisms. Such effects may occur on the level of cells, such as the tubulin 
dimers found within the nerve and other eukaryotic cells’ cytoskeletons. If 
this is the case, it could significantly increase the number of operations a 
brain can accomplish per second. Although it is still uncertain whether 
quantum physical effects are directly linked to the creation of conscious-
ness, it is useful to consider this possibility when designing artificial entities 
meant to experience conscious content.

For millennia, consciousness has been one of the most complex and 
intriguing topics humans have tried to understand. The term helps us dis-
cuss the different processes and states associated with the human brain, even 
though we cannot fully explain what it is or how it works.
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Consciousness enables us to easily include as- yet- unknown processes 
and (changes of) states associated with the human brain in our everyday 
language, not only without being able to describe what accounts for a con-
scious experience on neuronal or (sub- ) atomic layers, but also without 
being able to explain what consciousness is on a more abstract layer.

Consciousness has always been a challenging topic for scientists and 
philosophers alike. The complexity of the subject has meant that despite 
centuries of inquiry and study, we still need a comprehensive understand-
ing of what consciousness is, how it emerges, and how it can be quantified 
or measured. Many bright minds from different fields have been working 
to uncover the mysteries of consciousness, and there are many theories 
about what it is and how it works. Most of these theories share a common 
feature: including a feature set associated with the perception of conscious-
ness. However, these theories often oversimplify the complex processes 
involved in consciousness, such as self- reflection, deliberative thinking, and 
subjective experiences.

To truly understand consciousness, we need more complex theories 
that consider these different factors. While there is no single theory that 
can fully explain consciousness, researchers have proposed several 
approaches. One approach involves studying the brain and how it pro-
cesses information to create conscious experiences, and another involves 
studying individuals’ subjective experiences to gain insights into the 
nature of consciousness.

Still, even without fully demystifying consciousness, there is a clear path 
forward in developing artificial entities with conscious perception and tak-
ing evolution into our own hands. We call them AHIs. The concept heralds 
an exciting and revolutionary change in the trajectory of human evolution. 
By integrating the complexities of the human brain with the capabilities of 
synthetic components, AHIs offer the prospect of preserving and enhancing 
human consciousness, allowing us to transcend our biological limitations 
and achieve a new form of existence.

Unlike artificial general intelligence (AGI), which involves the chal-
lenge of creating consciousness from scratch in machines, AHIs start as 
humans and thus already possess consciousness. This intrinsic consciousness 
is gradually enhanced and preserved through the integration of artificial 
components. The development of AHIs would mark a significant evolu-
tionary step, enabling the preservation and amplification of our conscious 
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experience while transforming us into intelligent entities that extend 
beyond the constraints of our biological heritage.

The creation of consciousness in AGI raises many new questions, par-
ticularly about the nature of immortality and identity. For example, if 
machines can produce conscious content and theoretically live forever, 
some may ask whether humans could benefit from transferring their minds, 
dreams, and desires into these artificial vessels. While this idea may not be 
immediately obvious, it opens intriguing possibilities for exploration and 
presents ethical considerations that must be carefully weighed.

As we contemplate the future possibilities of progress, it is essential to 
recognize the potential for humanity to face existential risks before reach-
ing technological singularity. There could even come a time when human-
ity collectively decides to halt progress due to a deep understanding or loss 
of interest. Nevertheless, we can move toward a singularity that aligns with 
human values and aspirations by creating technology based on a profound 
understanding of consciousness and its preservation.

The modification of our DNA and the gradual replacement of our 
biological bodies with artificial components, merging with AI and AIs 
based on organic substrates (such as the brain), will play a crucial role. In 
particular, despite its potential, AI poses many risks. For as long as the idea 
of AI has existed, there has also been the fear of it— the fear that humanity 
could be surpassed and then wiped out by something it created. Scientists 
and technologists warn that the development of AGI could end the human 
species. We will consider AI as both an ally and an adversary to humankind. 
Following this path, we will reach the technical singularity— when AI 
becomes so advanced that it ultimately reaches, surpasses, and merges with 
human intelligence.

This hypothesis is that AGI cannot be approached solely from an intel-
ligence perspective but should also be created taking a complete under-
standing of biology. Our starting point is, therefore, finding ways to change 
and overcome humans’ biological limits through technology, science, and 
philosophy.

With the singularity paradox, we will expand the definition of life and 
our understanding of the human being— the Mensch— and introduce what 
we can call “undead.” We will argue that immortality is not a question of 
faith but of knowledge, which science will answer, and is a hurdle we will 
overcome with the help of technology. However, by doing so, the human 
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consciousness might be at risk. The state of being “undead,” or the very con-
cept of livelihood— being alive and experiencing it with all its facets— is an 
idea we will explore as humanity faces a new risk that will challenge the 
concept of existentialism, namely that of a “zombie- apocalypse,” the loss of 
the human conscious experience or the rise of artificially created conscious-
ness built on a complete understanding of biology. By evolving humans into 
AHIs through the gradual replacement of biological brain components with 
synthetic ones, we enter a new era where the boundary between biology and 
technology blurs, raising profound philosophical questions and paradoxes.

With The Singularity Paradox, we aim to explore the concept of techno-
logical singularity and the evolution of humanity into AHIs. This process is 
not about creating artificial consciousness from scratch but about enhancing 
and transforming human consciousness through the integration of advanced 
technology with biological substrates. As we gradually replace the brain’s 
biological components, the human body may eventually become irrelevant, 
leading to beings that retain human consciousness and identity but exist in 
a new, synthetic form.

If these evolved entities are indistinguishable from human beings in 
terms of consciousness and experience, they could be considered “human” 
in a cognitive and experiential sense, even though their origins differ from 
traditional biological humans. This challenges our conventional understand-
ing of what it means to be a “Mensch” and introduces new paradoxes sur-
rounding the nature of consciousness, identity, and continuity. The 
transformation into an AHI, while maintaining a foundation in biological 
substrates, will force us to reconsider what it truly means to be human and 
how we define life and existence in an era where technology and biology 
are inextricably linked. For example, it could be theoretically paused and 
restarted without any loss of consciousness. Does this artificial entity expe-
rience life and existence like a biological human? Also, if the created 
becomes created, the concept of divine creationism is challenged by humane 
creationism, which we call the Creator- Creation Paradox.

This paradox becomes particularly salient if humans create an AI entity 
from biological substrates that are indistinguishable from a human, because 
this represents the paradox of a creator (humans) crafting a creation (AI) 
that mirrors the creator so closely that the boundaries blur between the 
creator and creation, which will give birth to pronounced ethical and moral 
paradoxes: If the entity is biologically based and indistinguishable from a 
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human, does it have human rights? Should it be treated like a human? Or, 
since it’s artificially created, can it be owned or controlled?

These are challenging moral and ethical dilemmas already heavily 
debated in the philosophical community. The singularity paradox still stands 
with our chosen approach even when the artificial entity is developed based 
on biological substrates. This is often referred to— without a biologically 
based AI— as the paradox created when AI can improve its intelligence 
faster than humans. It could create an intelligence gap that humans may 
never bridge, even though it is seemingly “human” in structure and cogni-
tion. Creating an AHI indistinguishable from a human being involves navi-
gating through layers of paradoxes, a journey this book seeks to explore in 
depth. The intricate interplay between biological authenticity, evolving 
consciousness, and societal implications forms the core of our philosophical- 
scientific exploration of these contradictions and paradoxes. In the midst of 
the technological tsunami we are currently witnessing, a new form of exis-
tentialism is emerging. We refer to this as vita- existentialism— a concept 
where the challenges posed by advanced technology, particularly in AGI 
and AHI, redefine the very notions of life and existence.

Our endeavor centers on the gradual augmentation and eventual 
replacement of the human brain, a process that leads to the evolution of 
AHI. This transformation is a profound continuation of self, where identity 
and consciousness extend beyond their biological origins, integrating with 
advanced technologies that redefine our understanding of existence. The 
journey toward AHI is far more than a technological pursuit; it is an exis-
tential evolution that challenges us to reconsider the very essence of what it 
means to be human. As we explore this transformation, we invite deeper 
discussions around the philosophical, ethical, and societal implications 
accompanying this revolutionary integration of humanity and technology.
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1
Artificial Human 
Intelligence: Beyond 
the Human Mind

In the rapidly advancing world of artificial intelligence, we stand at a cross-
roads where two paths diverge. One path, widely discussed and pursued, is 
the creation of artificial general intelligence (AGI)— a synthetic construct 
that seeks to replicate or even surpass human cognitive abilities through 
computational prowess alone. The other path, less conventional but pro-
foundly transformative, is the evolution of artificial human intelligence 
(AHI), which does not merely simulate human intelligence but represents a 
transformative step in human evolution itself.

AGI is the quest to build machines that can think, learn, and solve prob-
lems across a vast array of domains, mimicking the flexibility and depth of 
human thought. These systems, born entirely of code and silicon, are 
designed to process data, recognize patterns, and execute tasks with a level 
of precision and speed that humans cannot match. The promise of AGI is 
the creation of an entity that can understand and apply knowledge across all 
fields, potentially achieving a superintelligence that transcends our own. 
However, this purely artificial genesis also carries inherent risks; chief among 
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them is the challenge of ensuring that such intelligence remains aligned 
with human values and does not spiral out of control.

In stark contrast, AHIs are not simply another form of AI— they are an 
evolved extension of humanity itself.  The journey of an AHI begins within 
the human brain, using cutting- edge technologies like quantum nanobots, 
neural prosthetics, and advanced biomaterials to gradually replace biological 
neural structures with synthetic ones. This process is not about creating 
intelligence from scratch but rather enhancing and ultimately transforming 
human consciousness while preserving the continuity of the individual’s 
identity, memories, and values. Unlike traditional machines, an AHI is not 
merely an advanced computational system; it is a conscious being that can 
perceive, feel, and have subjective experiences akin to those of a human. To 
realize an AHI, the artificial system must be capable of processing informa-
tion with a level of complexity sufficient to generate subjective awareness. 
This involves the integration of multiple layers of processing, including 
sensory input, memory, attention, and decision- making.

Given the uncertainty surrounding the exact neural mechanisms that 
give rise to consciousness, the gradual replacement of biological compo-
nents with artificial ones must be approached with extreme caution. It is 
imperative to maintain the intricate balance within the brain that enables 
the emergence of consciousness, ensuring that each step in the transforma-
tion preserves the individual’s subjective awareness and identity.  This careful 
approach is essential because the AHI, while vastly enhancing cognitive and 
physical capabilities, must retain the same subjective experiences and 
personal identity as the original human being.

The distinction between AGI and AHI is more than a difference in 
approach— it reflects two fundamentally different visions of the future. As a 
purely artificial construct, AGI raises profound ethical and philosophical 
questions about autonomy, control, and the nature of intelligence itself. 
What happens when a machine, created by humans, begins to think and act 
with a will of its own? Can we ensure that its goals remain aligned with 
ours, or do we risk creating a new form of intelligence that may one day 
view humanity as an obstacle rather than a partner?

AHIs, on the other hand, offer a different promise. By evolving directly 
from human beings, they present a vision of the future where advanced 
intelligence and human values are not in opposition but are deeply inter-
twined. The AHI is not a machine imitating humanity— it is humanity, 
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evolved and enhanced. This path seeks not just to extend the boundaries of 
intelligence but to preserve and elevate the essence of what it means to be 
a Mensch, ensuring that our ethical and emotional core remains intact even 
as our cognitive capabilities expand beyond our wildest dreams.

Consider the metaphor of a ship that is gradually repaired until none of 
its original parts remain— a concept often referred to as the Ship of Theseus. 
Does the ship remain the same ship, or is it something entirely new? 
Similarly, as a human brain is progressively augmented with synthetic com-
ponents, the individual remains the same person, but with vastly enhanced 
capabilities. However, the continuity of consciousness and identity is main-
tained, unlike in AGI, where an entirely new entity is created. In the case of 
AHIs, this continuity allows the individual to retain their sense of self and 
subjective experiences, ensuring that the transformation enhances rather 
than disrupts their existence. In the following chapters, we will explore the 
theoretical foundations, developmental pathways, and profound implica-
tions of both AGI and AHI. We will describe some of the cutting- edge 
technologies that make these advancements possible, from quantum com-
puting to neuroscience, and consider the philosophical and ethical questions 
they raise. By examining the contrasts between AGI’s synthetic origins and 
AHI’s evolutionary approach, we aim to shed light on the potential benefits, 
risks, and the very different futures these two paths represent.

Theoretical Foundations of AGI and AHI

The pursuit of AGI and AHI are two distinct paths in the quest for advanced 
intelligence.  AGI is rooted in the ambition to create machines that can perform 
any intellectual task a human can, with the ability to generalize knowledge 
across different domains.  The conceptual foundation of AGI is based on achiev-
ing human- level intelligence through purely artificial means, relying heavily on 
machine learning, deep learning, and neural networks.  These technologies 
enable systems to learn from vast amounts of data, recognize patterns, and make 
decisions autonomously. Unlike narrow AI, which is designed for specific tasks, 
AGI aims to replicate the broad cognitive abilities of the human brain.

Key components of AGI include the following:

 ▪ Learning Algorithms: This encompasses various techniques, 
including supervised learning, unsupervised learning, reinforcement 
learning, self- supervised learning, and neural networks (such as deep 
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neural networks, convolutional neural networks [CNNs], recurrent 
neural networks [RNNs], and transformers).

 ▪ Cognitive Architectures: Frameworks such as SOAR (Strengths, 
Opportunities,  Aspirations, and Results),  ACT- R (Adaptive Character  
of  Thought—Rational), and OpenCog that integrate various cogni-
tive functions like memory, perception, and decision- making.

 ▪ Natural Language Processing (NLP): Techniques for under-
standing and generating human language, including transformers and 
language models like GPT (Generative Pre- trained Transformer).

 ▪ Knowledge Representation: Methods for storing and utilizing 
knowledge in a form that AGI can process, including semantic net-
works, ontologies, and knowledge graphs.

 ▪ Reasoning and Logic Systems: Mechanisms for formal reason-
ing, including symbolic AI, logic- based systems, and probabilistic 
reasoning.

 ▪ Learning Transfer and Meta- Learning: Techniques that allow 
AGI to transfer knowledge between domains and learn how to learn.

 ▪ Perception Systems: Components for processing sensory data, 
such as vision systems, audio processing, and sensor fusion.

 ▪ Planning and Decision- Making: Algorithms for generating and 
evaluating plans and making decisions based on objectives and 
constraints.

 ▪ Self- Improvement Mechanisms: Processes that enable the AGI 
to refine and improve its own algorithms and architectures over time.

 ▪ Ethics and Value Alignment: Systems designed to ensure that the 
AGI’s actions are aligned with human values and ethical principles.

 ▪ Scalability and Computational Infrastructure: High- performance  
computing resources, including Graphics Processing Units (GPUs), 
Tensor Processing Units (TPUs), and potential future quantum com-
puting systems, to support the processing needs of AGI.

 ▪ Embodied AI and Robotics: Integrating AGI with physical sys-
tems, allowing it to interact with and manipulate the physical world 
through robotics and autonomous systems.

 ▪ Human- AI Interaction Interfaces: Methods for seamless interac-
tion between AGI and humans, including user interfaces, conversa-
tional agents, and augmented reality systems.
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 ▪ Memory Systems: Long- term and working memory systems that 
store and retrieve information efficiently, enabling AGI to recall past 
experiences and use them in decision- making processes.

 ▪ Social and Emotional Intelligence: Systems that enable AGI to 
understand, interpret, and respond to human emotions and social 
cues, allowing for more natural and empathetic interactions.

 ▪ Autonomous Learning and Exploration: Mechanisms for AGI 
to autonomously explore new environments, acquire knowledge, 
and learn from its surroundings without human supervision.

 ▪ Causality and Counterfactual Reasoning: The ability to under-
stand cause- and- effect relationships and reason about hypothetical 
scenarios is critical for robust decision- making and problem- solving.

 ▪ Multi- Agent Systems:  Techniques for AGI to interact and collab-
orate with other AI agents or humans, including coordination, nego-
tiation, and competition in multi- agent environments.

 ▪ Security and Robustness: Ensuring that AGI systems are secure, 
resistant to adversarial attacks, and robust against errors or unex-
pected inputs.

 ▪ Lifelong Learning: The capability of AGI to continually learn and 
adapt over its lifetime, integrating new knowledge without forget-
ting previous experiences (overcoming catastrophic forgetting).

AGI aims to create systems that are not only intelligent but also capable 
of self- improvement.  As these systems learn and evolve, they have the potential  
to surpass human intelligence, leading to the concept of superintelligence. 
However, this potential also raises significant concerns about control, align-
ment with human values, and the risks associated with autonomous 
decision- making. Imagine a scenario where an AGI, initially programmed 
to optimize a company’s logistics, autonomously decides that reducing 
human involvement is the most efficient path, leading to unintended con-
sequences. Such examples highlight the ethical and existential risks of AGI, 
where a misalignment of goals could lead to outcomes that conflict with 
human well- being.

In contrast, AHIs represent a fundamentally different approach to 
achieving advanced intelligence. Instead of creating intelligence from 
scratch,  AHIs involve the gradual replacement of human brain components  
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with artificial counterparts. This process is designed to ensure the preser-
vation of individual human consciousness and values, providing a pathway 
to enhance human capabilities without losing the essence of humanity. 
AHIs are not about creating a separate, potentially autonomous intelli-
gence but about evolving human intelligence into something more pro-
found and capable.

The development of an AHI involves a delicate and progressive trans-
formation of the human brain, utilizing advanced technologies such as 
quantum nanobots, neural prosthetics, and sophisticated biomaterials.  These 
technologies enable the seamless transition from biological to synthetic 
components, maintaining continuity of consciousness throughout the pro-
cess. This approach ensures that the individual remains the same person, 
with their memories, personality, and sense of self intact, even as they gain 
new cognitive abilities that far surpass those of natural humans.

Key components of AHIs include the following:

 ▪ Nanotechnology Integration: Nanotechnology, exemplified by 
quantum nanobots, plays a crucial role in the development of AHIs. 
These nanoscale devices are designed to operate within the human 
brain, interacting with and ultimately replacing biological neurons. 
Quantum nanobots, specifically, leverage quantum effects like super-
position and entanglement to enhance neural communication and 
processing capabilities. These devices ensure that the brain’s func-
tionality is not only preserved but significantly augmented, allowing 
for communication and processing speeds that far exceed natural 
human capabilities.  The integration of such nanotechnology enables 
the gradual transition from biological to synthetic components, 
ensuring continuity of consciousness and identity.

 ▪ Advanced Neural Prosthetics: Neural prosthetics are sophisti-
cated devices that directly interface with the brain’s existing neu-
ral networks.  These prosthetics replicate and enhance the function 
of damaged or lost neurons, seamlessly integrating with the brain’s 
architecture. Biocompatibility is key, ensuring that these devices 
preserve the individual’s cognitive functions and experiences 
while providing enhanced processing power and resilience. 
Advanced neural prosthetics contribute to the overall enhance-
ment of cognitive abilities, enabling AHIs to surpass the limita-
tions of biological brains.


