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Preface (to the English translation)

The German version of this book appeared at the beginning of 
2022 before the hype about the ChatCPT started. However, the 
limits of AI were already clearly shown there, also using the 
example of the ChatGPT and its precursors. Therefore, one 
cannot resist the remark that many of the commentators could 
have saved their dystopian or utopian remarks if they had read 
our book beforehand. Nevertheless, on the background of the 
analyses in this book, a summary about the ChatGPT has been 
added (Sect. 5.3). Although we utilized the translation soft-
ware “DeepL,” the authors bear responsibility for any errors. 
However, we retain the right to attribute any oversight of these 
errors to Artificial Intelligence for not alerting us. In many cases, 
the human authors corrected DeepL, because they have the better 
background knowledge and understand the universal language of 
mathematics.

Klaus Mainzer
Reinhard Kahle

http://dx.doi.org/10.1007/978-3-662-68290-6_5
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Preface (to the first German edition)

In 1972, when the American philosopher Hubert Dreyfus pub-
lished a bestseller entitled “What Computers Can’t Do. The 
Limits of Artificial Intelligence”, he was in fact only pointing 
out the limits of what we now call “symbolic AI”. These were 
so-called expert systems, which combine the limited special-
ist knowledge of experts such as doctors and engineers in ‘rule-
based knowledge systems’. Dreyfus rightly pointed out the limits 
of this approach to intuitive knowing: The first hours of driving 
lessons can be taught in rules that are recorded in textbooks. But 
then intuitive learning begins and training is needed to become 
a really good driver. Anyone who has ever tried to perfect the 
stroke of a golf ball by following rules knows immediately what 
is meant.

After the paradigm of logic-based rule systems in the 1970s, 
the training of neural networks, the so-called connection-
ist paradigm, emerged. The connectionist paradigm overcame 
many of Dreyfus’ limitations. The philosopher therefore some-
what meekly gave a later edition of his book the title  “What 
Computers Still Can’t  Do”.1 Once again that one should be 
careful with apodictic demarcations. They can only apply to 
certain domains, systems, bodies of knowledge and preliminary 
stages of development.

1 There is a certain ambiguity in the word “Still”; it could be understood as 
“not yet” or it come with the connotation “still, and never”.
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Even these boundaries, however,  are only partially of inter-
est. Still today, rule-based expert systems are highly elaborated 
and successfully applied in industry (e.g. logistics in the auto-
motive industry) and medicine (e.g. control systems), without us 
perceiving them as spectacular “AI”. The drawing of boundaries 
therefore does not mean that systems are outdated, but that we 
only know more precisely, what they can and cannot do.

Even more interesting are the limits that may arise from logic 
and mathematics. In logic and mathematics there exist problems 
which have not yet been solved or decided. Therefore, AI that 
depends on such problems will have only provisional limits. It is 
more interesting when we are dealing with problems that cannot 
be decided in principle. What is undecidable in principle? In this 
case, both natural and artificial intelligence reach their limits in 
principle. But the key question is: How does natural intelligence 
of mathematicians find solutions? An analysis of the mathemati-
cal background knowledge used by humans raises doubts as to 
whether AI would ever be able to do this. But it cannot be ruled 
out in principle.

Now one might think that these kinds of analyses are so 
abstract that they are irrelevant for the practical application 
of AI. Let some nerds in their ivory towers deal with it! In the 
meantime, the AI community will make a lot of money from 
“this side” AI and will shake up industry and society! But in fact 
the seemingly abstract mathematical questions we are referring, 
are directly connected with, for example, security issues in cryp-
tography. This is not only when quantum computers are avail-
able! But their technical feasibility, together with the already 
implemented quantum communication, concerns the question of 
the mathematical limits of AI once again with additional explo-
siveness for practical applications. So let us enter the ivory tow-
ers of computer science, mathematics and philosophy, knowing 
very well that, only in this way, we will find the hidden dangers 
of technical civilisation as if under a magnifying glass.

Klaus Mainzer
Reinhard Kahle
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The term AI contains an explicit reference to the notion of intelli-
gence. However since intelligence (both in machines and in humans) 
is a vague concept, although it has been studied at length by psy-
chologists, biologists, and neuroscientists, AI researchers use mostly 
the notion of rationality, which refers to the ability to choose the best 
action to take in order to achieve a certain goal, given certain criteria 
to be optimized and the available resources.

European Commission’s High-Level Expert Group on Artificial 
Intelligence [1].

Effective methods for problem-solving have been known since 
ancient mathematics. In geometry, the construction of a figure 
is split into elementary steps with compass and ruler. In arith-
metic and algebra, methods of solving equations are split into 
elementary steps which, in principle, can be carried out by a 
machine. Thus, one speaks of algorithms, which are named after 
the Persian mathematician Al-Chwarizmi. Today, algorithms are 
executed by computer programs. The question is, to what extend 
steps cannot only be executed by a machine, but also found 
independently.

Artificial intelligence (AI) is therefore measured against 
human intelligence. According to the British logician and com-
puter pioneer Alan M. Turing [2], a technical system is called 
“intelligent” if its answers and its way to solve problems can-
not be distinguished from a human being. Originally, AI was 
oriented towards the rules and formulas of symbolic logic, which 
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1  The Concept of Artificial Intelligence2

were translated into suitable computer programs. One, therefore, 
also speaks of symbolic AI (Fig. 1.1). The underlying epistemo-
logical idea is that intelligence is primarily related to the ability 
of the human mind to derive logical conclusions.

One example was automatic reasoning, in which AI pro-
grammes simulated logical reasoning in logic calculi [3]. On this 
rule-based and symbolic basis, human planning, decision-mak-
ing and problem solving of human experts should also be simu-
lated in specialised fields of application. In corresponding expert 
systems or knowledge-based systems, the specific knowledge of 
an engineer or doctor, for example, is first translated into formal 
rules which should trigger a specific action automatically when a 
certain event occurs.

One product, which emerged from this approach is the pro-
gramming language Prolog (French: programmation en logique), 
which still today enjoys a certain popularity, even though it is 
effectively used only in the theoretical sphere. It has not been 
able to establish itself in the industrial field for reasons that 
are certainly related to the limits of AI to be discussed here. In 
Prolog, (simple) rules can be formulated, for example, to store a 
network of flight connections.

Degrees of 
Intelligence

hybrid cognitive
systems

sensor systems
(“perception”)

logical systems
(“reason”)

combination of learning algorithms
with logical and knowledge-based
systems

machine learning with
data mass (Big Data)

automated proving and
knowledge-based systems

hybrid AI

subsymbolic AI

symbolic AI

Fig. 1.1   From symbolic and sub-symbolic to hybrid AI
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Example

reachable(X,Y) :- direct-flight(X,Y).

reachable(X,Y) :- direct-flight(X,Z), reachable(Z,Y).

directflight(NCY,DUB).

directflight(DUB,GWY).

directflight(DUB,ORK).

⁝

Prolog is a query language in which, for the given example, 
the question

?- reachable(NCY,GWY)

should return the answer Yes. t

To the extent that this type of knowledge representation was 
developed further, increasing problems of complexity arose—in 
two different meanings of “complexity”: on the one hand, the 
general complexity of, for example, the grammar of a language 
is in general so complex that a simple translation into Prolog 
rules turns out to be impracticable. On the other hand, problems 
of computability complexity arise, for example, when querying 
all theoretically possible flight connections—mathematically the 
transitive closure of reachable(X,Y)—leads to calculation 
times that are no longer acceptable. Because of these problems, 
expert systems went out of fashion comparatively quickly.

However, it would be a misinterpretation to restrict research 
in artificial intelligence in the second half of the twentieth cen-
tury to the field of expert systems. In particular SAT-solving has 
emerged from the considerations on automatic theorem proving. 
This SAT-solving has today far-reaching applications. In addi-
tion, motivated by the findings in neurological brain research, 
neural networks have also been developed as simplified com-
puter simulations of the human nervous system, described with 
the aid of neurons. From the beginning, this approach was 
conceptually distinct from the rule-based systems, but hardly 
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progressed beyond “toy applications“—not least due to the still 
comparatively limited memory and computing power of the 
available computers. These toy examples, although simulat-
ing neural networks in principle, did not yet allow any practical 
applications.

In a simplified form, the research fields of classical or old AI, 
as they emerged at the end of the twentieth century, can be sum-
marised as follows:

Classic or Old AI

•	 Expert systems
	 Prolog as a paradigmatic programming language.
•	 SAT-Solving
	 problem-solving methods for propositional logic which 

solve complex problems that are just feasible in terms 
of complexity theory

•	 Early neural networks
	 In the early phase of AI, only of very limited complexity.

The early neural networks were already a response to the fact 
that rule-based knowledge can never fully capture the intuitive 
skills of an expert. Knowledge is based on manifold experiences 
that are by no means symbolically represented in a textbook. An 
experienced driver realizes situations and reacts intuitively on 
the basis of a great deal of sensory data, without being aware of 
the logical processes in detail. In the same way an experienced 
doctor reacts in a critical situation as well as an experienced pilot 
in the cockpit of an aircraft. Intuition is by no means a mysti-
cal magic box. Rather, the recognition of data patterns and the 
estimation of expected probabilities can be trained and improved 
through experience.

In this context, logical rules, as in symbolic AI, are replaced 
by sensory data, in which statistical correlations and probabilities 
are determined. Learning from data is studied mathematically 
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in statistical learning theory. Its algorithms form the basis of 
machine learning. From an epistemological point of view, these 
learning processes from sensory perceptual data take place 
unconsciously below conscious logical reasoning. This is why 
one also speak of subsymbolic AI (Fig. 1.1). Mathematically, the 
paradigm of logic is replaced by statistics and probability theory. 
The powerful computer technology of the past few years made it 
possible that machine learning with big data can now be imple-
mented technically. Therefore, machine learning leads to new 
breakthroughs in the application of AI, e.g. in the development of 
drugs and vaccines.

Accordingly, at the beginning of the twenty-first century, 
a statistics-based or new AI has emerged, with the following 
characteristics.

Statistics-based or new AI

•	 Machine learning
	 fed by

–	 Large amounts of data (“Big Data”)
	 and often based on a high number of layers in neural 

networks, which enables
–	 deep learning.

It should be noted, however, that the term “deep” is not to be 
understood in the sense of “profound”, but only emphasises 
the aspect of a considerable extension of layers in the network 
which are comparable to the layers in a human brain. This new 
AI is thus a manifestation of subsymbolic AI and represents 
essentially a tool assisting human perception in a form that is 
optimised in many respects.

However, human intelligence can neither be reduced to the 
logic of the mind nor to the data of perception. Epistemologically, 
it depends on the connection between perception and under-
standing. In AI research, therefore, the future goal is to combine 


