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Preface 

The purpose of writing this book is to introduce the emerging topic of lifelong/continual 
learning dialogue systems. Dialogue systems, also commonly known as chatbots, are com-
puter programs that can converse with humans to perform intended tasks. They typically 
employ text or speech modes. As deep learning has improved the accuracy of speech 
recognition, text generation, and processing dramatically since 2012 or so, dialogue sys-
tems are becoming increasingly ubiquitous and are used in all types of applications such 
as smartphones, cars, home appliances, company websites, and mobile robots. They pro-
vide a very rich set of services, e.g., performing some specific tasks and chit-chatting 
with human users. However, the user experiences have not been very satisfactory so far 
(discussed in Chap. 1). It is clearly unfair to expect a deployed dialogue system to be able 
to understand everything that users may say, but these systems should be able to learn 
during conversations by interacting with users to become more and more knowledgeable 
and powerful. That is the goal of building lifelong learning dialogue systems. That is also 
the key motivation for us to write this book to introduce and promote the research of 
lifelong learning dialogue systems. 

The project of writing this book started with a tutorial titled Continual Learning 
Dialogue Systems—Learning on the Job after Model Deployment that we gave at the 
2021 International Joint Conference on Artificial Intelligence (IJCAI-2021), August 21– 
26, 2021, Montreal, Canada. As we believe that lifelong learning dialogue systems is a 
very important topic for the future of dialogue systems and AI, we decided to develop 
the tutorial into a book. Our original interest in the topic stemmed from our research in 
lifelong/continual machine learning, dialogue systems, and natural language processing. 
Over the years, we have used many dialogue systems in smartphones and customer sup-
port websites. Our experiences have mostly been less than satisfactory. It is very natural to 
ask the question of why the dialogue system cannot communicate with users and learn to 
improve itself when it cannot understand what the user says as we humans do. Most of the 
deployed dialogue systems work in multi-user environments, e.g., Amazon Alexa, Apple 
Siri, and Google Assistant. If these systems can learn even a tiny amount of knowledge 
from each user when they get stuck, they will become very knowledgeable and smart 
over time. Another reason for our interest in lifelong learning dialogue systems is that
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our research group has been working on lifelong/continual learning for many years. This 
combination of factors encouraged us to work on the topic and to write this book. 

As lifelong learning dialogue systems sit at the intersection of dialogue systems in nat-
ural language processing and lifelong/continual learning in machine learning, this book 
will touch both fields. We aim to present a comprehensive survey and review of the 
important research results and latest ideas in these areas. We also want to propose a the-
oretical framework to be used to guide future research and development in the field. This 
framework is called SOLA (Self-initiated Open-world continual Learning and Adapta-
tion), which was originally proposed for building autonomous and continual learning AI 
agents. Since lifelong learning dialogue systems are such agents, the framework is natu-
rally suited for the topic. Presently, there are several research topics in dialogue systems 
that are closely related to lifelong learning dialogue systems. This book will bring all 
these topics under one roof and discuss their similarities as well as differences. Through 
this book, we would also like to motivate and encourage researchers to work on and prac-
titioners to build lifelong learning dialogue systems that can be deployed for practical 
use to improve user experiences and to make dialogue systems smarter and smarter over 
time. Without the capability of continually learning, accumulating knowledge, making 
inference about it, and using the knowledge to help future learning and problem solving, 
achieving true intelligence for AI agents is unlikely. 

Two principles have guided the writing of this book. First, it should contain strong 
motivations for conducting research in lifelong learning dialogue systems in order to 
encourage graduate students and researchers to work on the problem. Second, the writing 
should be accessible to practitioners and upper-level undergraduate students who have 
basic knowledge of natural language processing and machine learning. Yet there should 
be sufficient in-depth materials for graduate students who plan to pursue Ph.D. degrees 
in dialogue systems, lifelong learning, or their integration of lifelong learning dialogue 
systems. We also strongly believe that lifelong learning dialogue systems can be built and 
deployed for practical applications. 

This book is suitable for students, researchers, and practitioners who are interested 
in dialogue systems, natural language processing, and machine learning. Lecturers can 
readily use the book in class for courses in any of these related fields. 

Santa Clara, USA 
Chicago, USA 
June 2023 

Sahisnu Mazumder 
Bing Liu
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1Introduction 

Building dialogue systems or conversational agents capable of conversing with humans in 
natural language (NL) and understanding human NL instructions is a long-standing goal 
of AI (Winograd 1972). These systems, also known as chatbots, have become the front 
runner of AI advancement due to wide-spread applications such as assisting customers in 
buying products, booking tickets, reducing stress, and executing actions like controlling 
house appliances and reporting weather information. However, the user experiences have 
not been fully satisfactory so far (Huang et al. 2020; Li et al. 2016a; Schaub et al. 2021). 
There are many weaknesses with the current research and fielded dialogue systems. One of 
the major weaknesses is that they do not learn continuously during conversation (i.e., post-
deployment) with the user after they are deployed in practice. Building lifelong learning 
dialogue systems that possess the capability of continuous learning during conversation is 
the main topic of discussion of this book. This chapter aims to motivate and provide the 
foundational idea of building such dialogue systems. Note that, we use the term chatbots 
to refer to all kinds of conversational agents, such as dialogue systems, personal assistants, 
conversational question-answering systems etc., onward. 

In the following sections, we first provide some background of modern dialogue systems 
(Sect. 1.1) and discuss their general weaknesses (Sect. 1.2), which provide the motivations 
for studying and building lifelong learning dialogue systems (introduced in Sects. 1.3 and 
1.4). Finally, we conclude the chapter with a discussion on the organization of this book in 
Sect. 1.5. 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
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2 1 Introduction

1.1 Dialogue and Interactive Systems: Background 

Dialogue systems can broadly be categorized into two main types (Gao et al. 2019; Jurafsky 
and Martin 2020): 
(1) Chit-chat systems (Chen et al. 2017; Li et al. 2016a, c; Mei et al. 2017; Pandey et al.  

2018; Serban et al. 2016, 2018; Shang et al. 2015; Shen et al. 2017, 2018; Vinyals 
and Le 2015; Wu et al. 2017, 2018; Xing et al. 2017; Yao et al. 2015) are chabots 
designed to engage users by conducting the chit-chat type of conversation on a wide 
range of topics without having a specific goal to complete. Examples include Social 
Chatbots like ELIZZA (Weizenbaum 1966), PARRY (Colby 1975), ALICE (Wallace 
2009), Microsoft XiaoIce (Zhou et al. 2020), AliMe Chat (Qiu et al. 2017), and many 
systems in Alexa Prize Socialbot Grand Challenge (Khatri et al. 2018). Such chatbots 
are built with the goal of supporting seamless conversation with users, and helping them 
with useful recommendations and mental supports. 

(2) Task-oriented chatbots (Bordes et al. 2017; Budzianowski et al. 2018; Lowe et al.  
2017; Luo et al. 2019; Shah et al. 2018; Wen et al. 2017a, b; Williams and Young 
2007; Zhao et al. 2017) are chatbots designed to assist users to complete tasks based 
on users’ requests, e.g., providing the requested information and taking actions. Most 
of the popular personal assistants such as Alexa, Siri, Google Home, and Cortana, are 
task-oriented chatbots. Besides, these types of chatbots are also built as QA Bots to 
support Question-answering (QA) over knowledge bases, conversational recommen-
dation systems for online product or service recommendations to end-users and as 
Natural Language Interaction (NLI) systems to enable natural language (NL) driven 
task completion. 
Although the broad goal of task-oriented chatbots is to perform actions or tasks on 
users’ behalf, they can also be of two types based on their design and the nature of 
interaction with users whom they are meant to support: (1) Systems that achieve task 
completion through multi-turn dialogues with users where users express their intents 
and refine them (based on the feedback from the chatbot) over a sequence of dialogue 
turns with the system. They are formally known as Task-oriented Dialogue Systems 
(ToDS). (2) The other kind of systems that intend to accomplish tasks through a single-
turn dialogue where the user provides a NL instruction (command) and the system’s 
goal is to just interpret it by translating it into some actions to be executed by the under-
lying application. Such systems are formally known as Natural Language Interfaces 
(NLIs). NLIs are also sometimes referred to as Natural Language Interaction systems 
in general. Although NLIs are mostly built to support a single-turn interaction with 
user per task completion goal, they can engage in muti-turn dialogues with user as 
well (similar to traditional ToDS systems) to better understand the NL instruction and 
resolve ambiguities (if any) to serve the user better.
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Recently, some works have been done to bridge the gap of the two types of chatbots 
by fusing them through mode switching (Yoshino et al. 2022; Young et al. 2022), which is 
typically done using a classification model. The system in (Yoshino et al. 2022) also has  
a module that generates utterances to bridge the two types of chats to ensure a seamless 
transition. 

1.1.1 Task-Oriented Dialogue Systems 

A full-fledged Task-oriented Dialogue Systems (ToDS) is mostly designed as a modular 
system, having six modules, viz., Automatic Speech Recognition (ASR), Natural Language 
Understanding (NLU), Dialogue State Tracking (DST), Dialogue Policy (DP) Learning, 
Natural Language Generation (NLG) and Text-to-speech (TTS) Synthesis. Figure 1.1 shows 
the architecture of a typical ToDS with all the modules integrated with each other. Here, 
the ASR module is responsible for translating the spoken utterance from the user into text, 
which is fed to the NLU module for language understanding and the TTS module generates 
the speech from text which is the NL response generated by the NLG module. The DST and 
DP modules are often unified and referred to as Dialogue Manager (DM) that is responsible 
for the progression of the dialogue by managing the dialogue turns. 

Often, ASR and TTS modules are studied as a separate field of research and existing 
works mostly focus on the remaining four components and their interactions in a typical 
ToDS framework. In particular, they assume ASR and TTS are available to use and deal 
with only text-based user input and text-based generated ouput by the rest four modules. 
Thus, in the rest of the book, we mainly focus on NLU, DST, DP and NLG as the four main 
modules of a typical ToDS system. 

(1) Natural Language Understanding (NLU): The goal of the NLU module is to identify 
the user intents and extract associated information (slots) from the user utterance. In 
general, NLU involves solving three subtasks: 

Fig. 1.1 A typical task-oriented dialogue system with its modules


