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1Introduction

Language is a powerful tool of human communication that provides elegant mechanisms for
expressing highly complex phenomena. We use language every day and in all aspects of our
lives. The versatility and variability of language make it a difficult subject for computational
modeling, in contrast to more systematic sensor signals. Language follows underlying rules
only to surprise us with exceptions and ambiguities on all linguistic levels and understanding
its subtleties requires even more culture-specific knowledge than interpreting images.

We cannot derive an accurate static description of language because it dynamically
evolves over time and across domains. More than 7,000 signed and spoken languages exist
in the world covering a large spectrum of typological configurations [1, 2]. If we try to
isolate a fundamental principle of language processing in scientific models, we will soon
encounter a language with a complementary linguistic structure that creatively contradicts
our assumptions.

In spite of these complexities, humans usually process language effortlessly. We are able
to vary our language use to smoothly adapt to the target audience and dynamically integrate
situational cues for seamless disambiguation. Natural language processing (NLP) research
has already spent decades trying to understand how to computationally model language but
complex reasoning tasks and creative constructions still lead to obvious failures of models.
Nevertheless, the success of the field is undeniable. It attracts a continuously growing number
of researchers and language processing models have become a key technology in our daily
lives. These developments are strongly linked to the increasing availability of large amounts
of training data and more efficient computing resources. Neural language models (LMs) are
trained on terabytes of data and optimize millions of parameters to extract patterns from
text.

When we train such a model to represent language, we fall back on a range of simplifying
assumptions. For text-based models, we often expect that the text is formatted as one sen-

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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2 1 Introduction

tence per line, does not contain any images or special fonts, and is (mostly) typo-free. We
implicitly assume that large text corpora are representative of modern language use and that
optimizing the implemented language modeling objective relies on information that is rele-
vant to understanding language. As researchers, we are usually aware that our assumptions
oversimplify realistic scenarios. When we develop computational models, these assump-
tions become explicit in our modeling choices which makes it possible to directly object to
them and empirically compare competing hypotheses. Building on the famous aphorism by
Box [3] stating that “all models are wrong”, Smaldino [4] discusses how “stupid models”
can provide important insights into our misconceptions. He claims that working with com-
putational models forces us to expose “our foolishness to the world” as a “price of seeking
knowledge”.

While the general benefit of computational modeling has been clearly established in
multiple disciplines, we observe substantial disagreement in evaluating which properties
characterize a “useful” model. Ruder et al. [5] describe how NLP research is only slowly
evolving from purely performance-oriented experiments to integrating additional factors
such as fairness, interpretability, computational efficiency, andmultilingualism. Throughout
this book, we propose integrating cognitive plausibility as an additional factor and agree
with their call for more multi-dimensional research to capture interactions. We think that a
multilingual perspective is required to learn more about cognitively plausible principles of
language processing. And cognitively more plausible models can lead to computationally
more efficient models.

Cognitive plausibility itself is a multi-faceted concept that varies considerably across
disciplines. Computer scientists focus on the quantitative performance of the model, which
should not be distinguishable from humans on static benchmark datasets. Neuroscientists
focus on the biological plausibility of the model and aim to develop models of synaptic
plasticity, which are evaluated on toy datasets that are much smaller than the common
evaluation datasets in natural language processing. Psychologists focus on the plausibility
of the learning processes in language models. They question the size and quality of the input
data, examine memory and attention constraints, and explore learning curves. They try to
isolate experimental factors by working with carefully designed stimuli that are often not
representative of realistic language use.

We approach the concept of cognitive plausibility by diving into interpretability research
and identifying the potential of its methods for cognitively inspired research questions. We
focus on computational language models that are based on neural network architectures.
These models are very powerful and their distributed approach is often motivated as being
more cognitively plausible. Unfortunately, the expressivity of the model is gained at a loss of
transparency. The high-dimensional matrix transformations that characterize neural models
are hard to conceptualize for humans. When comparing models with millions of parame-
ters, it becomes difficult to isolate the underlying modeling assumption that explains the
differences. Interpretability methods are being developed to gain a better understanding of
the inner workings and the inductive biases of neural models. These methods are often dis-
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cussed from an engineering perspective focusing on quantifiable andmeasurable approaches
to compare different models. We take a different stance: we explore interpretability methods
through a cognitive lens by linking them to aspects of human language processing.

In this chapter, we first discuss why cognitive plausibility is a relevant factor for natural
language processing research. We then define three dimensions of cognitive plausibility that
we address in this book and provide an overview of how we approach their analysis.

1.1 Does Cognitive Plausibility Matter?

The cognitive plausibility of a model is an aspect that is commonly only implicitly targeted
in natural language processing by assuming that higher average performance is obtained
by better models and that better models are cognitively more plausible. We think that it
is worthwhile to address cognitive plausibility more explicitly and want to initiate a more
nuanced and in-depth discussion.

1.1.1 Human-Centered Natural Language Processing

In a recent data-driven survey on the values encoded in highly cited machine learning
publications, the goals of developing a “human-like mechanism”, “learning from humans”
and being “transparent (to users)” can be found at the bottom of the list, while performance
is the main driving force in 96% of the examined papers [6]. NLP research is strongly
influenced by trends and developments in machine learning research but humans are central
to our field: language is generated and developed by humans and language processing tools
are directly used by humans (in contrast to neural models that are used for buildingmachines
or cultivating plants). Both, the input and the output of our models are characterized by
human preferences, thus “human language processing is the ultimate gold standard for
computational linguistics” [7].

Ethayarajh and Jurafsky [8] criticize that the progress in computational modeling is
currently determined mostly by performance-oriented comparisons and propose to develop
more user-centric leaderboards. They take a micro-economic approach to identify a model’s
utility for an end user and urge for more transparent reporting of practical factors such as
model size, energy efficiency, and inference latency. In our opinion, the cognitive plausibility
of a model is an underestimated factor of its utility.

The cognitive and economic aspects ofmodel utility are not as unrelated as theymay seem.
Humans still outperform language models with respect to their linguistic generalization
capabilities.We learn, understand, and produce language effortlessly, andwhile the cognitive
mechanisms are not yet fully understood, it is clear that we do so very efficiently. As current
computational models of language still struggle with phenomena that pose no problems for
humans, it seems an obvious choice for us to turn to psycholinguistics and neurolinguistics
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for inspiration to build better computational models. If we want our models to acquire
language as efficiently as humans and to generalize to new structures and contexts [9], we
should reward cognitively more plausible architectures that simulate human transfer skills
rather than models that excel in capturing statistical patterns of limited datasets [10].

1.1.2 Understanding LanguageVersus Building Tools

Natural language processing is an interdisciplinary research area by definition. It attracts
researchers from awide range of diverse backgroundswith very different research ambitions.
When we develop computational models of language, two main goals can be distinguished.
We might be driven by the vision to develop a computational model to better understand
how humans process language. If we take a more practical perspective, we aspire to build
a tool that automates language-related tasks to simplify our daily routines. While cognitive
plausibility is clearly central to the first goal, it is less obvious for the tool-oriented approach.

One could argue that the cognitive plausibility of a model is irrelevant if the model
works well enough for an intended use case. An information retrieval model that uses static
keywords and templates can extract valuable information from scientific papers. While
such a model can be useful for the average scenario, the user needs to take conscious
countermeasures to account for its weaknesses (i.e., checking for alternative keywords and
ascertaining that the extracted information is not framed within a negative context).

When working with neural language models, it becomes challenging to identify the
patterns that determine the behavior of the model. Language input is complex and highly
ambiguous and the model’s decisions are learned by optimizing millions of parameters.
With these two factors combined, it is almost impossible to compile clear descriptions for
users in the form: if the input has property X, then the expected outcome quality is Y. The
addition or omission of a single word might already flip the expected output label, but the
model might not be sensitive to such changes if they have not been seen in the training data.

We are convinced that the ability to robustly anticipate the strengths and weaknesses of a
model is a decisive factor in human-centeredNLP.Cognitivelymore plausiblemodels exhibit
decision patterns that are more intuitive for human users because they are consistent with
what theywould expect fromacolleague.Weassume that cognitive consistency facilitates the
practical application of a model because users can anticipate the reliability of its predictions
and keep an eye on potential sources of error. For example, an essay scoring system that
assigns a high grade to a well-written essay although it contains an argumentative fallacy is
more plausible than a system that rewards an essay that is simply a bag of keywords. A tired
human might have made the same mistake in the first case but could easily spot the word
salad.

Language models have become the Swiss army knife of natural language processing
because the finetuning methodology enables versatile adaptation to many tasks. High per-
formance on a challenging subset of these tasks is often claimed to be an indicator of natural
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language understanding. Bender and Koller [11] claim that understanding requires a repre-
sentation of meaning and initiated a discussion on whether meaning can be derived from
form alone. They argue that meaning can only be interpreted with respect to the commu-
nicative intent of the utterance and define the conventional meaning of an expression as an
abstraction over all possible contexts. As languagemodels do not have access to functions of
consciousness and self-awareness, they cannot capture forms of communicative intent. They
can derive patterns from the training data but they cannot infer commonsense knowledge
that is not explicitly expressed in textual sources due to the reporting bias [12]. The devel-
opment of language models is advancing at a very fast pace and newer models master tasks
that have been considered impossible to achieve. They can process and generate language
to an extent that indicates a broad and growing set of linguistic competencies but we cannot
conclude that they understand the meaning of words since they still fall short in many other
respects such as grounding meaning in perception and action [13].

Our book presents a structured introduction to methods for analyzing the cognitive plau-
sibility of language models. We do not aim to provide an absolute definition of the upper
bound for a cognitively plausible model because we think that it is more useful to view
cognitive plausibility as a graded concept.

1.1.3 Ethical Considerations

The release of ChatGPT [14] has led to a sudden recognition of language models reaching
far outside academic target groups.With the wave of hastily released premature applications
building on proprietary technology, the urgency of ethical scrutiny has become undeniable.
Natural language processing is particularly sensitive to ethical problems because the way
we use language to frame events, opinions, or feelings, affects our moral judgments and
our perception of responsibility [15]. When language models are becoming increasingly
cognitively plausible, we need to assure that they are not used in harmful ways. Ethical
aspects should be considered at all levels of model implementation, starting with the data up
to the misinterpretation of model outputs and the potential misuse of applications. In each
chapter of this book, we discuss ethical aspects related to the respective methodology.

We discuss the problems that arise due to biases in the training data of language models
and point out sustainability concerns with respect to computationally expensive training
regimes. Many of the methods presented in this book rely on cognitive signals collected
from human participants. When dealing with such sensitive data, it is imperative to adhere
to privacy regulations.Wediscuss aspects of anonymization and overgeneralization and draw
attention to systematic demographic biases. We expand on the problem of societal biases
and discuss the trade-off between normative and descriptive ethics with respect to model
behavior. We address the need for transparency about the limitations of our methodological
choices and the importance of communication and traceability to ensure open pathways
between academic research, society, and education.


