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Preface 

The topic about Clinical Chinese Named Entity Recognition in Natural Language 
Processing has a significant meaning for the progress in medicine. Our team has done 
some work about “Elderly health services and remote health monitoring” under the 
grant “National Key R&D Program of China” since August 2017. Professor Han and 
I have discussed every detail and tried our best to keep our desires coming true as 
soon as possible. The research work is divided into different parts according to the 
subject similarity and can help the readers to conduct in-depth and open research. 

The aim of named entity recognition (NER) is to extract entities with actual 
meaning from massive unstructured texts. In the clinical and medical domains, 
clinical NER recognizes and classifies medical terms in unstructured medical text 
records, including symptoms, examinations, diseases, drugs, treatments, and oper-
ations. As a combination of structured and unstructured texts, the rapidly growing 
biomedical literature contains a significant amount of useful biomedical informa-
tion. Moreover, NER is a key and fundamental part of many natural language 
processing (NLP) tasks, including the establishment of a knowledge graph, ques-
tion and answer system, and machine translation. Therefore, Chinese NER (CNER) 
can extract meaningful medical knowledge to support medical research and treatment 
decision-making. 

It is well known that software sciences are interesting but arduous subjects. This 
book aims to make software sciences lighter and easier to understand. Hopefully, this 
book is enjoyable for all readers. This book will help practitioners have more concise 
model systems for software techniques, which have the potential applications in the 
future world. 

This book will be a valuable guide for researchers and graduate students in the 
fields of medicine management and software engineering. 

Beijing, China Shuli Guo 
Lina Han 

Wentao Yang
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Introduction 

Entity recognition is an important task in NLP and has been made great progress 
in recent years. Natural language texts in the medical field, such as medical text-
books, medical encyclopedias, clinical cases, medical journals, hospital admission 
records, and test reports, contain a large amount of medical expertise and medical 
terminology. Applying entity recognition technology to medical expertise can signif-
icantly improve the efficiency and quality of clinical research. Automatic informa-
tion processing from medical texts using machines can also serve downstream tasks 
such as medical knowledge mapping, diagnosis classification, drug-drug interaction 
(DDI), and adverse drug events (ADE) detection. 

This book focuses on this topic in three areas:

• Enhancing the context capture capability of the model;
• Improving the location information perception capability of the pre-trained model;
• Denoising the recognition of unannotated entities in medical named entities. 

Its specific contents have the following three areas. 
(1) To improve the long short-term memory (LSTM) neural network model, this 

work improves the long-range dependency problem and the contextual information 
capture capability of the LSTM by adding a parameter-sharing unit to the LSTM. 
The proposed parameter-sharing unit cell contains both shared parameters that can 
be learned from the task and trained across a certain sequence length. Therefore, 
the proposed LSTM variant neural network with parameter sharing has a greater 
improvement in recognizing medical entities in long texts across a wider range of 
contexts and with richer text information. 

(2) To strengthen the location information perception capability of bidirectional 
encoder representation from transformers (BERT) and to study the effect of the self-
attention mechanism on location information, this work uses the method of Chinese 
sub-word grid results to modify the transformer, enhances the ability of model to 
learn location information, and then reduces its weakness for location information. 
Based on this goal, this work proposes a multilayer soft location matching format 
transformer entity auto-extraction model, aiming to select the best sub-word result by 
this work and soft location matching scores. Then this work uses the multi-grained

xi



xii Introduction

word grid to directly introduce a location representation for the transformer through 
the word and word sequence information. The transformer utilizes the fully connected 
self-attention to learn long-distance dependencies in sequences. 

(3) To address the noise in the NER task due to the characteristics of the medical 
dataset itself, this work uses positive-unlabeled (PU) learning, a combination of 
negative sampling and pre-trained models, to reduce the impact of noise on the 
model. This work proposes a method that uses PU learning and negative sampling 
to train unlabeled entities and eliminate the errors caused by unlabeled entities, thus 
reducing the dependence of the model on text annotation.


