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“If I had a world of my own, everything would be nonsense. Nothing would 
be what it is, because everything would be what it isn’t. And contrary wise, 

what is, it wouldn’t be. And what it wouldn’t be, it would. You see?”  
Lewis Carroll “Alice in Wonderland”



For my son Madoc, my husband Alex, and all those wonderful people  
who didn’t find my quest to beat cybersecurity with a measuring stick  

to be positively hysterical
—Ganna Pogrebna

For my mother Angela
—Mark Skilton
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Foreword

Cybercrime is the fastest-growing industry in the world and cybersecurity 
is the hottest topic on the planet. The one aspect of this topic that has the 
industry in a quandary is how to identify, protect, contain, and mitigate 
against cyberattacks on your business, customers, partners, estate, systems, 
and infrastructure. The variety, complexity, sophistication, and velocity 
continue to increase and expand at scale; and the threats are endless. While 
globally organized cybercriminal groups continue to launch increasingly 
sophisticated attacks against our networks, suppliers, and clients for mon-
etary gain, it appears that some of the oldest and more simplistic tech-
niques have proven to be highly effective and lucrative for these miscreants. 
For those of us engaged in cyberdefense on a daily basis, social media has 
become a major enemy, as it is used by cybercriminals to get to unsuspect-
ing citizens as these citizens complain on Twitter, Facebook and other plat-
forms when systems of a particular bank or financial institution are down 
or not working properly. Adversaries seize the moment to offer assistance, 
use social engineering to trick innocent victims into giving them private 
logins and credentials and wipe out their lifetime savings. Due to the scale 
and velocity with which such malicious activities propagate, the impact of 
these crimes is devastating. For more than 20 years we have been educating 
end users about the danger of clicking on a link in an email and, later on, on 
their smartphone. Yet, phishing attacks based on user-activation of malicious 
links are still widely used and continue to be extremely effective and prof-
itable. While the largest and most widely known cybersecurity events held 
each year worldwide fill their floors with suppliers promoting their products 
and services and claiming to offer “silver bullet” solutions to protect and save 
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you against cyberthreats; in reality, there is no silver bullet, and the hacks, 
compromises, and losses continue to increase. Not only financial, but also 
industrial espionage, counterfeit goods, theft of intellectual property, steal-
ing trade secrets and compromising propriety research and development 
(just to name a few) continue to grow and threaten the very core of the 
economic health of our countries and society. Perhaps it is simple: technol-
ogy alone is not the answer. It is simply a tool; and in the modern digital 
world the only thing that distinguishes cybercriminal from an honest indi-
vidual is “opportunity”, or the way in which we take or not take advantage 
of opportunities which are coming our way. Therefore, cybersecurity is not 
just a technical science, it is a behavioral science. It is now clear that we keep 
doing the same thing over and over again (i.e., trying to beat cybersecurity 
problems with a technological stick), expecting a different result—that is 
the definition of insanity. Yet, the problems we are facing in cybersecurity 
not only require a new and different approach, but most certainly a para-
digm shift in our thinking. In order to successfully alleviate the risk of cyber-
attacks, we need to focus on people behind the keyboard or on the other 
side of the phoneline. We need to understand how they behave, think, act, 
and react—only by doing this we will be able to predict and, possibly, pre-
vent their criminal actions. The human element of cybersecurity lies at the 
heart of this book’s analysis, which is based on the real-world examples of 
how behavioral science can be effective and critical for enhancing our abil-
ity to address cybersecurity gaps. Obviously, there does not exist one simple 
answer to cybersecurity problems. Cybersecurity is constantly evolving, as 
are the people and minds behind cybercrime. Therefore, we need to be agile 
and understand that we too must innovate and evolve our thinking, tech-
nology, processes, education, and skills, while making full use of the recent 
breakthroughs in behavioral science.

If you have been working in cybersecurity for decades, or are making your 
first steps and want to feed your curiosity about this field not only from a 
risk, compliance, or technology perspective, but also from a behavioral sci-
ence perspective, then I would say you have already opened your mind to 
the art of the possible, a new and different approach to the problem. I would 
then tell you to read on, as this book is the best place for you to start. It 
will most definitely expand your mind. It challenges the thinking of the 
most experienced and brightest cybersecurity practitioners as well as offers 
a nice guideline to cybersecurity as a behavioral science for beginners. It will 
take you back in time and give you a very thorough overview of where it 
all started, charting the course of the evolution of cybersecurity and, even 
more fascinatingly, the evolution of cybercriminal, the criminality, and the 
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conscience of these nefarious actors. The authors approach this as behavioral 
scientists, from the viewpoint of someone who was trying to make sense of 
the field. They adopt the perspective of a typical practitioner (not a technical 
specialist), someone who is trying to understand the true risks and simply 
navigate this complex field, by considering alternative cybersecurity solu-
tions and enhancements as well as leveraging the people aspect to improve 
outcomes and achieve more effective results in building safe digital spaces for 
business and beyond. The first chapters of the book provide a general sum-
mary of the field and systematize the threats. The second part of the book 
describes how behavioral science (both conceptual and algorithmic) could 
contribute to solving the majority of cybersecurity issues. Something we can 
all embrace.

This book offers a different view on cybersecurity and cyberdefense—a 
behavioral (human) view. Its purpose is to consider how to frame the new 
threats in the digital and physical world, understand their nature, and for-
mulate cybersecurity responses, which, in the face of the contemporary 
threats, need to combine both technical and behavioral strategies beyond 
compliance certification and standards. Security and compliance are not the 
same; we have to get beyond thinking that being compliant is being secure. 
The authors call upon recent evidence from leading practitioners and aca-
demics and offer new methods which will help organizations to plan, build, 
and manage cyber risks.

In this book, leading business thinkers and experts came together, combining 
contemporary visions from cybersecurity, behavioral science, human–data and 
human–computer interactions, and artificial intelligence (AI) fields, to provide 
practical insights for businesses and help them anticipate new risks and vulner-
abilities, which they have never encountered earlier in digital environments. 
The authors analyse practical evidence-based cyberthreats and organize expert 
responses into a practical toolbox on how to consider risks and vulnerabilities 
across different dimensions, as well as suggesting ways to discover new risks and 
vulnerabilities. After reading this book, you will gain a better understanding of 
predictive analysis as well as learn how to anticipate what is coming next (e.g., 
future threats and vulnerabilities).

This book focuses not only on how new risks and vulnerabilities could be 
identified but also on human interpretations of these risks and, ultimately, 
on how the actual threats could be overlooked by humans. It delivers a piece 
of the puzzle that meets a critical gap in helping to identify ways to embed 
human behavior into the design of safe human-cyber spaces so these systems 
operate in the service of making human-centered digital ecosystems more 
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secure. These ideas help us get closer to security-by-design and must be con-
sidered when thinking about the future of security and proactive network 
defense.

The authors explore whether and to what extend human psychology is 
prone to different social-engineering tricks, which cybercriminals play on us. 
Knowing this allows us to use cutting-edge behavioral measures and tools in 
order to complement the technical solutions which already exist.

This book will help everyone who reads it, no matter how much or how 
little experience you have in this field. It will give you insights, ideas, and 
stimulate thoughts, challenging the norm and your usual way of thinking 
about the problem of cybersecurity. Make no doubt about it: cybersecurity 
is a systemic and global problem, an arms race complemented by the loom-
ing feeling that the criminals are outpacing us in every way. The authors 
suggest alternative ways to close the existing gap. By treating cybersecurity 
as a behavioral issue, we can open the door to incredible critical and prob-
lem-solving thinking and innovation in this area. Just imagine the exciting 
possibilities, which behavioral approach can offer! We can algorithmically 
predict attacks using the behavioral topology of cybercriminals and their 
business models. This will enable us to design smart active cyberdefense 
mechanisms by anticipating attacks and collecting forensic evidence “on the 
fly” when attacks are still in progress. In this book, you will receive prac-
tical tips about incorporating behavioral approaches for understanding and 
improving cybersecurity within your organization and learn how to integrate 
it into your environment to enhance your holistic approach to building safe 
digital spaces. There are a number of new ideas regarding the psychology of 
cybersecurity—behavioral segmentation of users and cybercriminals, new 
“positive” approaches to cybersecurity campaigns, multilayered cybersecurity 
systems tailored to different types of cybercriminals, etc.

It is a fascinating read and makes tremendous sense. The authors pro-
vide us with well-defined ways of thinking about security and get us one 
step closer to uncovering the anatomy of the criminal activities and busi-
ness models and, ultimately, advance us towards finding that silver bullet, 
which would give us tangible advantages over cybercriminals in the future. 
Taking human behavior into account when thinking about cybersecurity is 
extremely important and should not just be a factor we consider after the 
design of security systems is complete. The reality dictates that we should 
have a human (and our propensity to make errors, show bias, etc.) in mind 
when we build secure environments and when we are trying to defend 
against threats. As I said at the beginning—the problem often boils down 
to understanding who is behind the keyboard. After all, cybercriminals are 
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only human: they are just people who exploit those endless opportunities 
which come their way in the digital age and pray on the innocent without a 
conscience.

This is a thought-provoking, compelling book that adds a whole new 
dimension to how we address cybersecurity and cyberdefense from the per-
spective of human behavior. It is a must-read for cybersecurity practition-
ers, cybersecurity professionals, researchers, behavioral scientists, and people 
who are simply interested in this field or worried about their personal secu-
rity in cyber spaces.

London, UK  Maria Vello
CEO of the Cyber Defence Alliance
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Preface

This book brings together leading experts and builds on the latest exciting 
research advances from cybersecurity, behavioral science, human–data inter-
action, human–computer interaction, as well as artificial intelligence (AI) 
fields, in order to offer new practical insights for businesses and help them to 
identify and address new vulnerabilities in human-cyber spaces. We are par-
ticularly focusing on threats and vulnerabilities, which businesses otherwise 
would not be able to identify in the modern complex digital environments. 
We consider cyberthreats, most recently and frequently observed in practice, 
and, organize expert views and opinions into a practical toolkit. This toolkit 
is intended to help practitioners and business owners to anticipate, consider, 
and tackle risks and vulnerabilities across different dimensions. It also sug-
gests ways in which new (previously unobserved) risks and vulnerabilities 
can be discovered by looking at the wider ecosystem of issues beyond data 
and technology.

Our attention goes beyond traditional detection of risks and vulnerabili-
ties. We pay particular attention to how humans perceive these risks and vul-
nerabilities and how those perceptions can misrepresent the actual threats, 
leading to under- or overreaction when responses to threats are formulated. 
We also look at how the ability to anticipate new risks and vulnerabilities 
can influence business models and business model innovation. Our goal is 
to empower businesses to be able to apply a new human-centered vision to 
cybersecurity problems in order to detect risks which they have not encoun-
tered or have not anticipated before. Furthermore, these risks and vulnera-
bilities do not only have to be detected, but also effectively communicated. 
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We aim to demonstrate how understanding and effective communication of 
risk-related issues can help build secure and safe human-cyber spaces in the 
new digital economy.

This book provides a detailed gap-bridging guide, which explains how to 
embed human behavior into the design of safe human-cyber spaces. It shows 
that cybersecurity should not be viewed as a fixed cost factor by businesses, 
which can only be addressed through technological upgrades. It is impor-
tant to understand, that cybersecurity in many ways depend on humans and 
there is a need to design and build security systems with humans in mind. 
While there is a plethora of cybersecurity books, the existing book market 
offers little guidance on how to anticipate and diagnose new threats related 
to advanced AI cyberattacks and criminal social engineering, even though 
these threats are discussed by governments and international forums, requir-
ing the development of new theoretical methodology, empirical tools, as 
well as policy. What seems to be missing is a way for current business prac-
titioners to understand these new threats and risks and bring these together 
into an integrated toolkit. The new approach developed in this book helps 
us to address these issues as it draws upon the ideas and thoughts of leading 
experts, supported by the practical evidence.

Warwick, UK  
January 2019

Ganna Pogrebna
Mark Skilton
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and studied further at the Massachusetts Institute of Technology and the 
University of Pennsylvania’s Wharton School of Business. She has also 
attended numerous executive leadership and management training courses, 
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including the Carnegie Mellon University Software Engineering Institute’s 
certification program in the delivery, facilitation, consulting, and training 
of the Institute’s OCTAVE methodology. In addition to being a Certified 
Information Systems Security Professional (CISSP), Maria also has the 
RAM‐W physical security certification for the water industry.

Tim Watson  is the Director of the Cyber Security Centre at Warwick 
Manufacturing Group (WMG) within the University of Warwick. With 
more than 25 years’ experience in the computing industry and in academia, 
he has been involved with a wide range of computer systems on several 
high-profile projects and has acted as a consultant for some of the largest 
telecoms, power, and oil companies. He is an advisor to various parts of the 
UK government and to several professional and standards bodies. Tim’s cur-
rent research includes EU-funded projects on combating cybercrime and 
research into the protection of infrastructure against cyberattack. He is the 
Vice President (Academia) of the Trustworthy Software Initiative, a UK gov-
ernment–sponsored project to make software better, and a key deliverable 
of the UK National Cyber Security Programme. Tim is also a regular media 
commentator on digital forensics and cybersecurity.

Sir Alan Wilson  is a current Executive Chair of the Ada Lovelace Institute, 
a former CEO of the Alan Turing Institute and Professor of Urban and 
Regional Systems in the Centre for Advanced Spatial Analysis at UCL. He 
is Chair of the Home Office Science Advisory Council. Alan is a Cambridge 
Mathematics graduate and began his research career in elementary parti-
cle physics at the Rutherford Laboratory. He turned to the social sciences, 
working on cities, with posts in Oxford and London before becoming 
Professor of Urban and Regional Geography in Leeds in 1970. He was a 
member of Oxford City Council from 1964 to 1967. In the late 1980s, he 
was the co-founder of GMAP Ltd, a university spin-out company. He was 
Vice Chancellor of the University of Leeds from 1991 to 2004, when he 
became Director–General for Higher Education in the then DfES. After a 
brief spell in Cambridge, he joined UCL in 2007. From 2007 to 2013, he 
was Chair of the Arts and Humanities Research Council; and from 2013 to 
2015, he was Chair of the Lead Expert Group for the Government Office 
for Science Foresight on The Future of Cities project. His research field 
covers many aspects of the mathematical modeling of cities and the use of 
these models in planning. These techniques are now in common use inter-
nationally—including the concept of entropy in building spatial interaction 
models, summarized in Entropy in Urban and Regional Modelling (reissued 
in 2011 by Routledge). These models have been widely used in areas such 
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as transport planning, demography, and economic modeling. Alan’s recent 
research focused on the applications of dynamical systems theory in relation 
to modeling the evolution of urban structure in both historical and contem-
porary settings. This led to the laying of the foundations of a comprehensive 
theory of urban dynamics described in Complex Spatial Systems (2000). He 
has published over 200 papers and his recent books include The Science of 
Cities and Regions (2012), his five-volume Urban Modelling (2012, edited), 
Explorations in Urban and Regional Dynamics (2015, with Joel Dearden), 
Global Dynamics (2016, edited), and Geo-mathematical Modelling (2016, 
edited). Alan has a particular interest in interdisciplinarity and published 
Knowledge Power in 2010; he also writes the quaestio blog (www.quaestio.
blogweb.casa.ucl.ac.uk).

Karen Yeung  is the University of Birmingham’s first Interdisciplinary Chair, 
taking up the post of Interdisciplinary Professorial Fellow in Law, Ethics, 
and Informatics in the School of Law and the School of Computer Science 
in January 2018. She has been a Distinguished Visiting Fellow at Melbourne 
Law School since 2016. Together with Andrew Howes and Ganna Pogrebna, 
she informally leads a group of over 90 researchers at the University of 
Birmingham from a wide range of disciplines under the theme of Responsible 
Artificial Intelligence. Karen is actively involved in several technology policy 
and related initiatives in the UK and worldwide, including initiatives con-
cerned with the governance of AI, which is one of her key research inter-
ests. In particular, she is a member of the EU’s High Level Expert Group 
on Artificial Intelligence (since June 2018), as well as a member and rap-
porteur for the Council of Europe’s Expert Committee on human rights 
dimensions of automated data processing and different forms of artificial 
intelligence (MSI-AUT). Since March 2018, she has been the ethics advi-
sor and member of the Expert Advisory Panel on Digital Medicine for the 
Topol Independent Technology Review for the NHS. Between 2016 and 
2018, she was Chair of the Nuffield Council on Bioethics Working Party 
on Genome Editing and Human Reproduction. During this period, she 
was also a member of the World Economic Forum Global Future Council 
on Biotechnology. Her recent publications include The Oxford Handbook of 
Law, Regulation and Technology (2017, co-edited with Roger Brownsword 
and Eloise Scotford), and the Royal Society/British Academy report Data 
Management and Use: Governance in the 21st Century (2017). She is quali-
fied to practice as a barrister and solicitor at the Supreme Court of Victoria 
(Australia), having completed a brief stint in professional legal practice. 
Karen is on the editorial boards of Big Data & Society and Public Law. As 
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