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the Handbook of Contemporary Semantic Theory (1996, Blackwell), and, with Chris
Fox, he co-authored Foundations of Intensional Semantics (2005, Blackwell). His most
recent book, Linguistic Nativism and the Poverty of the Stimulus, co-authored with
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Computer Science Department of the University of Colorado at Boulder, as well
as a Faculty Fellow of the Institute of Cognitive Science. She was formerly an Asso-
ciate Professor in Computer and Information Sciences at the University of Pennsyl-
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Computer Science at the University of Manchester.

Ehud Reiter is a Reader in Computer Science at the University of Aberdeen in
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and worked at the University of Edinburgh and at CoGenTex (a small US NLG
company) before coming to Aberdeen in 1995. He has published over 100 papers,
most of which deal with natural language generation, including the first book ever
written on applied NLG. In recent years he has focused on data-to-text systems
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modeling multi-modal data. He has over 150 publications in these areas.

Philip Resnik is an Associate Professor at the University of Maryland, College
Park, with joint appointments in the Department of Linguistics and the Institute
for Advanced Computer Studies. He completed his PhD in Computer and Infor-
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September 2009
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Introduction

The field of computational linguistics (CL), together with its engineering domain
of natural language processing (NLP), has exploded in recent years. It has devel-
oped rapidly from a relatively obscure adjunct of both AI and formal linguistics
into a thriving scientific discipline. It has also become an important area of indus-
trial development. The focus of research in CL and NLP has shifted over the
past three decades from the study of small prototypes and theoretical models to
robust learning and processing systems applied to large corpora. This handbook
is intended to provide an introduction to the main areas of CL and NLP, and an
overview of current work in these areas. It is designed as a reference and source
text for graduate students and researchers from computer science, linguistics,
psychology, philosophy, and mathematics who are interested in this area.

The volume is divided into four main parts. Part I contains chapters on the
formal foundations of the discipline. Part II introduces the current methods that
are employed in CL and NLP, and it divides into three subsections. The first
section describes several influential approaches to Machine Learning (ML) and
their application to NLP tasks. The second section presents work in the annotation
of corpora. The last section addresses the problem of evaluating the performance
of NLP systems. Part III of the handbook takes up the use of CL and NLP pro-
cedures within particular linguistic domains. Finally, Part IV discusses several
leading engineering tasks to which these procedures are applied.

In Chapter 1 Shuly Wintner gives a detailed introductory account of the main
concepts of formal language theory. This subdiscipline is one of the primary
formal pillars of computational linguistics, and its results continue to shape the-
oretical and applied work. Wintner offers a remarkably clear guide through the
classical language classes of the Chomsky hierarchy, and he exhibits the relations
between these classes and the automata or grammars that generate (recognize)
their members.

While formal language theory identifies classes of languages and their decid-
ability (or lack of such), complexity theory studies the computational resources

The Handbook of Computational Linguistics and Natural Language Processing, First Edition.
Edited by Alexander Clark, Chris Fox and Shalom Lappin.
c© 2013 Blackwell Publishing Ltd except for editorial material and organization.
c© 2013 Alexander Clark, Chris Fox, and Shalom Lappin. Published 2013 by Blackwell Publishing Ltd.
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in time and space required to compute the elements of these classes. Ian
Pratt-Hartmann introduces this central area of computer science in Chapter 2, and
he takes up its significance for CL and NLP. He describes a series of important
complexity results for several prominent language classes and NLP tasks. He also
extends the treatment of complexity in CL/NLP from classical problems, like syn-
tactic parsing, to the relatively unexplored area of computing sentence meaning
and logical relations among sentences.

Statistical modeling has become one of the primary tools in CL and NLP for
representing natural language properties and processes. In Chapter 3 Ciprian
Chelba offers a clear and concise account of the basic concepts involved in the
construction of statistical language models. He reviews probabilistic n-gram mod-
els and their relation to Markov systems. He defines and clarifies the notions of
perplexity and entropy in terms of which the predictive power of a language
model can be measured. Chelba compares n-gram models with structured lan-
guage models generated by probabilistic context-free grammars, and he discusses
their applications in several NLP tasks.

Part I concludes with Mark-Jan Nederhof and Giorgio Satta’s discussion of
the formal foundations of parsing in Chapter 4. They illustrate the problem of
recognizing and representing syntactic structure with an examination of (non-
lexicalized and lexicalized) context-free grammars (CFGs) and tabular (chart)
parsing. They present several CFG parsing algorithms, and they consider prob-
abilistic CFG parsing. They then extend their study to dependency grammar
parsers and tree adjoining grammars (TAGs). The latter are mildly context sen-
sitive, and so more formally powerful than CFGs. This chapter provides a solid
introduction to the central theoretical concepts and results of a core CL domain.

Robert Malouf opens the first section of Part II with an examination of max-
imum entropy models in Chapter 5. These constitute an influential machine
learning technique that involves minimizing the bias in a probability model
for a set of events to the minimal set of constraints required to accommodate
the data. Malouf gives a rigorous account of the formal properties of MaxEnt
model selection, and exhibits its role in describing natural languages. He com-
pares MaxEnt to support vector machines (SVMs), another ML technique, and
he looks at its usefulness in part of speech tagging, parsing, and machine
translation.

In Chapter 6 Walter Daelemans and Antal van den Bosch give a detailed
overview of memory-based learning (MBL), an ML classification model that is
widely used in NLP. MBL invokes a similarity measure to evaluate the distance
between the feature vectors of stored training data and those of new events or enti-
ties in order to construct classification classes. It is a highly versatile and efficient
learning framework that constitutes an alternative to statistical language modeling
methods. Daelemans and van den Bosch consider modified and extended versions
of MBL, and they review its application to a wide variety of NLP tasks. These
include phonological and morphological analysis, part of speech tagging, shal-
low parsing, word disambiguation, phrasal chunking, named entity recognition,
generation, machine translation, and dialogue-act recognition.
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Helmut Schmid surveys decision trees in Chapter 7. These provide an efficient
procedure for classifying data into descending binary branching subclasses, and
they can be quickly induced from large data samples. Schmid points out that
simple decision trees often exhibit instability because of their sensitivity to small
changes in feature patterns of the data. He considers several modifications of
decision trees that overcome this limitation, specifically bagging, boosting, and
random forests. These methods combine sets of trees induced for a data set to
achieve a more robust classifier. Schmid illustrates the application of decision trees
to natural language tasks with discussions of grapheme conversion to phonemes,
and POS tagging.

Alex Clark and Shalom Lappin characterize grammar induction as a problem in
unsupervised learning in Chapter 8. They compare supervised and unsupervised
grammar inference, from both engineering and cognitive perspectives. They con-
sider the costs and benefits of both learning approaches as a way of solving NLP
tasks. They conclude that, while supervised systems are currently more accurate
than unsupervised ones, the latter will become increasingly influential because of
the enormous investment in resources required to annotate corpora for training
supervised classifiers. By contrast, large quantities of raw text are readily avail-
able online for unsupervised learning. In modeling human language acquisition,
unsupervised grammar induction is a more appropriate framework, given that the
primary linguistic data available to children is not annotated with sample classi-
fications to be learned. Clark and Lappin discuss recent work in unsupervised
POS tagging and grammar inference, and they observe that the most successful of
these procedures are beginning to approach the performance levels achieved by
state-of-the-art supervised taggers and parsers.

Neural networks are one of the earliest and most influential paradigms of
machine learning. James B. Henderson concludes the first section of Part II with
an overview in Chapter 9 of neural networks and their application to NLP prob-
lems. He considers multi-layered perceptrons (MLPs), which contain hidden units
between their inputs and outputs, and recurrent MLPs, which have cyclic links to
hidden units. These cyclic links allow the system to process unbounded sequences
by storing copies of hidden unit states and feeding them back as input to units
when they are processing successive positions in the sequence. In effect, they pro-
vide the system with a memory for processing sequences of inputs. Henderson
shows how a neural network can be used to calculate probability values for its
outputs. He also illustrates the application of neural networks to the tasks of
generating statistical language models for a set of data, learning different sorts
of syntactic parsing, and identifying semantic roles. He compares them to other
machine learning methods and indicates certain equivalence relations that hold
between neural networks and these methods.

In the second section (Chapter 10), Martha Palmer and Nianwen Xue address
the central issue of corpus annotation. They compare alternative systems for
marking corpora and propose clear criteria for achieving adequate results across
distinct annotation tasks. They look at a number of important types of linguistic
information that annotation encodes including, inter alia, POS tagging, deep and
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shallow syntactic parsing, coreference and anaphora relations, lexical meanings,
semantic roles, temporal connections among propositions, logical entailments
among propositions, and discourse structure. Palmer and Xue discuss the prob-
lems of securing reasonable levels of annotator agreement. They show how a
sound and well-motivated annotation scheme is crucial for the success of super-
vised machine learning procedures in NLP, as well as for the rigorous evaluation
of their performance.

Philip Resnik and Jimmy Lin conclude Part II with a discussion in the last
section (Chapter 11) of methods for evaluating NLP systems. They consider both
intrinsic evaluation of a procedure’s performance for a specified task, and exter-
nal assessment of its contribution to the quality of a larger engineering system in
which it is a component. They present several ways to formulate precise quan-
titative metrics for grading the output of an NLP device, and they review testing
sequences through which these metrics can be applied. They illustrate the issues of
evaluation by considering in some detail what is involved in assessing systems for
word-sense disambiguation and for question answering. This chapter extends and
develops some of the concerns raised in the previous chapter on annotation. It also
factors out and addresses evaluation problems that emerged in earlier chapters on
the application of machine learning methods to NLP tasks.

Part III opens with Steve Renals and Thomas Hain’s comprehensive account in
chapter 12 of current work in automatic speech recognition (ASR). They observe
that ASR plays a central role in NLP applications involving spoken language,
including speech-to-speech translation, dictation, and spoken dialogue systems.
Renals and Hain focus on the general task of transcribing natural conversational
speech to text, and present the problem in terms of a statistical framework in which
the problem of the speech recogniser is to find the most likely word sequence given
the observed acoustics. The focus of the chapter is acoustic modeling based on hid-
den Markov models (HMMs) and Gaussian mixture models. In the first part of the
chapter they develop the basic acoustic modeling framework that underlies cur-
rent speech recognition systems, including refinements to include discriminative
training and the adaptation to particular speakers using only small amounts of
data. These components are drawn together in the description of a state-of-the-art
system for the automatic transcription of multiparty meetings. The final part of the
chapter discusses approaches that enable robustness for noisier or less constrained
acoustic environments, the incorporation of multiple sources of knowledge, the
development of sequence models that are richer than HMMs, and issues that arise
when developing large-scale ASR systems.

In Chapter 13 Stephen Clark discusses statistical parsing as the probabilistic
syntactic analysis of sentences in a corpus, through supervised learning. He traces
the development of this area from generative parsing models to discriminative
frameworks. Clark studies Collins’ lexicalized probabilistic context-free gram-
mars (PCFGs) as a particularly successful instance of these models. He examines
the parsing algorithms, procedures for parse ranking, and methods for parse
optimization that are commonly used in generative parse models like PCFG.
Discriminative parsing does not model sentences, but provides a way of modeling


