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Introduction
Machine learning is changing the world. Every organization, large and small, seeks to 

extract knowledge from the massive amounts of information that they store and process 

on a daily basis. The tantalizing desire to predict the future drives the work of business 

analysts and data scientists in fields ranging from marketing to healthcare. Our goal with 

this book is to make the tools of analytics approachable for a broad audience.

The R programming language is a purpose-specific language designed to facilitate 

statistical analysis and machine learning. We choose it for this book not only due to its 

strong popularity in the field but also because of its intuitive nature, particularly for indi-

viduals approaching it as their first programming language.

There are many books on the market that cover practical applications of machine 

learning, designed for businesspeople and onlookers. Likewise, there are many deeply 

technical resources that dive into the mathematics and computer science of machine 

learning. In this book, we strive to bridge these two worlds. We attempt to bring the 

reader an intuitive introduction to machine learning with an eye on the practical appli-

cations of machine learning in today’s world. At the same time, we don’t shy away from 

code. As we do in our undergraduate and graduate courses, we seek to make the R pro-

gramming language accessible to everyone. Our hope is that you will read this book with 

your laptop open next to you, following along with our examples and trying your hand at 

the exercises.

Best of luck as you begin your machine learning adventure!

WHAT DOES THIS BOOK COVER?
This book provides an introduction to machine learning using the R program-

ming language.

Chapter 1: What Is Machine Learning?  This chapter introduces the world of 

machine learning and describes how machine learning allows the discovery of 

knowledge in data. In this chapter, we explain the differences between unsupervised 

learning, supervised learning, and reinforcement learning. We describe the differ-

ences between classification and regression problems and explain how to measure 

the effectiveness of machine learning algorithms.
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Chapter 2: Introduction to R and RStudio  In this chapter, we introduce the R pro-

gramming language and the toolset that we will be using throughout the rest of the 

book. We approach R from the beginner’s mind-set, explain the use of the RStudio 

integrated development environment, and walk readers through the creation and 

execution of their first R scripts. We also explain the use of packages to redistribute R 

code and the use of different data types in R.

Chapter 3: Managing Data  This chapter introduces readers to the concepts of data 

management and the use of R to collect and manage data. We introduce the tidy-

verse, a collection of R packages designed to facilitate the analytics process, and we 

describe different approaches to describing and visualizing data in R. We also cover 

how to clean, transform, and reduce data to prepare it for machine learning.

Chapter 4: Linear Regression  In this chapter, we dive into the world of supervised 

machine learning as we explore linear regression. We explain the underlying statis-

tical principles behind regression and demonstrate how to fit simple and complex 

regression models in R. We also explain how to evaluate, interpret, and apply the 

results of regression models.

Chapter 5: Logistic Regression  While linear regression is suitable for problems 

that require the prediction of numeric values, it is not well-suited to categorical pre-

dictions. In this chapter, we describe logistic regression, a categorical prediction 

technique. We discuss the use of generalized linear models and describe how to 

build logistic regression models in R. We also explain how to evaluate, interpret, and 

improve upon the results of a logistic regression model.

Chapter 6: k-Nearest Neighbors  The k-nearest neighbors technique allows us to 

predict the classification of a data point based on the classifications of other, similar 

data points. In this chapter, we describe how the k-NN process works and demon-

strate how to build a k-NN model in R. We also show how to apply that model, making 

predictions about the classifications of new data points.

Chapter 7: Naïve Bayes  The naïve Bayes approach to classification uses a table of 

probabilities to predict the likelihood that an instance belongs to a particular class. In 

this chapter, we discuss the concepts of joint and conditional probability and describe 

how the Bayes classification approach functions. We demonstrate building a naïve 

Bayes classifier in R and use it to make predictions about previously unseen data.

Chapter 8: Decision Trees  Decision trees are a popular modeling technique 

because they produce intuitive results. In this chapter, we describe the creation and 

interpretation of decision tree models. We also explain the process of growing a tree 

in R and using pruning to increase the generalizability of that model.



xxiiiIntroduction

Chapter 9: Evaluating Performance  No modeling technique is perfect. Each has 

its own strengths and weaknesses and brings different predictive power to different 

types of problems. In this chapter, we discuss the process of evaluating model per-

formance. We introduce resampling techniques and explain how they can be used to 

estimate the future performance of a model. We also demonstrate how to visualize 

and evaluate model performance in R.

Chapter 10: Improving Performance  Once we have tools to evaluate the perfor-

mance of a model, we can then apply them to help improve model performance. In 

this chapter, we look at techniques for tuning machine learning models. We also dem-

onstrate how we can enhance our predictive power by simultaneously harnessing the 

predictive capability of multiple models.

Chapter 11: Discovering Patterns with Association Rules  Association rules help 

us discover patterns that exist within a dataset. In this chapter, we introduce the 

association rules approach and demonstrate how to generate association rules from 

a dataset in R. We also explain ways to evaluate and quantify the strength of associa-

tion rules.

Chapter 12: Grouping Data with Clustering  Clustering is an unsupervised learning 

technique that groups items based on their similarity to each other. In this chapter, 

we explain the way that the k-means clustering algorithm segments data and demon-

strate the use of k-means clustering in R.

READER SUPPORT FOR THIS BOOK
In order to make the most of this book, we encourage you to make use of the student 

and instructor materials made available on the companion site. We also encourage you 

to provide us with meaningful feedback on ways in which we could improve the book.

Companion Download Files
As you work through the examples in this book, you may choose either to type in all the 

code manually or to use the source code files that accompany the book. If you choose 

to follow along with the examples, you will also want to use the same datasets we use 

throughout the book. All the source code and datasets used in this book are available for 

download from www.wiley.com/go/pmlr.

http://www.wiley.com/go/pmlr
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How to Contact the Publisher
If you believe you’ve found a mistake in this book, please bring it to our attention. At 

John Wiley & Sons, we understand how important it is to provide our customers with 

accurate content, but even with our best efforts an error may occur.

To submit your possible errata, please email it to our customer service team at  

wileysupport@wiley.com with the subject line “Possible Book Errata Submission.”

mailto:wileysupport@wiley.com
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Chapter 1

What Is 
Machine Learning?

Welcome to the world of machine learning! You’re about to 

embark upon an exciting adventure discovering how data 

scientists use algorithms to uncover knowledge hidden within 

the troves of data that businesses, organizations, and individuals 

generate every day.

If you’re like us, you often find yourself in situations where you are 

facing a mountain of data that you’re certain contains important 

insights, but you just don’t know how to extract that needle of 

knowledge from the proverbial haystack. That’s where machine 

learning can help. This book is dedicated to providing you with the 

knowledge and skills you need to harness the power of machine 

learning algorithms. You’ll learn about the different types of 

problems that are well-suited for machine learning solutions and 
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the different categories of machine learning techniques that are 

most appropriate for tackling different types of problems.

Most importantly, we’re going to approach this complex, 

technical field with a practical mind-set. In this book, our 

purpose is not to dwell on the intricate mathematical details of 

these algorithms. Instead, we’ll focus on how you can put those 

algorithms to work for you immediately. We’ll also introduce you to 

the R programming language, which we believe is particularly well-

suited to approaching machine learning problems from a practical 

standpoint. But don’t worry about programming or R for now. 

We’ll get to that in Chapter 2. For now, let’s dive in and get a better 

understanding of how machine learning works.

By the end of this chapter, you will have learned the following:

 ◆ How machine learning allows the discovery of 

knowledge in data

 ◆ How unsupervised learning, supervised learning, and rein-

forcement learning techniques differ from each other

 ◆ How classification and regression problems differ from 

each other

 ◆ How to measure the effectiveness of machine learning 

algorithms

 ◆ How cross-validation improves the accuracy of machine 

learning models


