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CHAPTER 1

Introduction

Pointers and memory management are considered among the most challenging issues
to deal with in low-level programming languages such as C. It is not that pointers are
conceptually difficult to understand, nor is it difficult to comprehend how we can obtain
memory from the operating system and how we return the memory again so it can be
reused. The difficulty stems from the flexibility with which pointers let us manipulate the
entire state of a running program. With pointers, every object anywhere in a program’s
memory is available to us—at least in principle. We can change any bit to our heart’s
desire. No data are safe from our pointers, not even the program that we run—a running
program is nothing but data in the computer’s memory, and in theory, we can modify
our own code as we run it.

With such a power tool], it should hardly surprise that mistakes can be fatal for a
program, and unfortunately, mistakes are easy to make when it comes to pointers. While
pointers do have type information, type safety is minimal when you use them. If you
point somewhere in memory and pronounce that you want “that integer over there,” you
get an integer, no matter what the object “over there” really is. Treat it like an integer,
and it behaves like an integer. Assign a value to it, and may the gods have mercy on your
soul if it was supposed to be something else and something you need later. You have just
destroyed the real object you pointed at.

If you are not careful, any small mistake can crash your program—or worse. If you
accidentally modify the incorrect data in your program, all your output is tainted. If you
are lucky, it is easily detectable, and you are in for a fun few days of debugging. If you
are less fortunate, you can make business decisions based on incorrect output for years
to come, never realizing that the code you wrote is fooling you every time it runs—or
maybe not every time, just on infrequent occasions, so rare that you can never chase
down the problem. When you have bugs caused by pointers (or uninitialized memory),
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they are not always reproducible. Your program’s behavior might depend on which other
programs are running concurrently on the computer. If you start debugging it, any code
you add to the program to examine it will affect its behavior. Loading the program into a
debugger will definitely change the behavior as well. I hope that you will never run into
such bugs—known as Heisenbugs after Heisenberg’s uncertainty principle—but if you
mess around with pointers long enough, you likely will.

It sounds like pointers are something we should stay away from, and many high-level
programming languages do try to avoid them. Instead, they provide alternative language
constructions that are safer to use but provide much of the same functionality that we
need pointers for in C. They are not as powerful but alleviate many of the dangers that
raw memory pointers pose. In low-level languages such as C, we are programming much
closer to the machine. The computer doesn’t understand high-level constructions; it
understands memory and chunks of bits, and in low-level languages, we can manipulate
the computer at this fundamental level. We very rarely need to, nor do we want to, but
when we choose to program in low-level languages, it is to get close to the machine,
where we can write more efficient programs, measured in both speed and memory
usage. And at this level, we get pointers—more efficient, more fundamental, and more
dangerous. If, however, we approach using pointers in a structured manner, we can
achieve the safety of high-level languages and the efficiency of low-level languages. The
burden is on the programmer, rather than the language designer, but we can get the best
of both worlds for anything that you can do in a high-level language—while maintaining
the real power of pointers in the rare cases where you need more.

In this book, I will explain the basic memory model that C programs assume about
the computer they run on and how pointers let us access data anywhere in memory. I will
explain how you get safe access to memory, by allocating blocks of memory you need, so
they are yours to manipulate, and how you can release memory when you no longer need
it, so you do not run out of memory before your computations are done. I will explain how
pointers are essential for building complex data structures and how you can approach this
in a structured way, so they are safe to use. And I will show you how you can use pointers to
functions to implement higher-order functions and polymorphic data structures.

I'will not cover basic C programming. This is not an introduction to programming or
the language. I will assume that you already know the basics and will jump directly into
memory and pointers. I will not cover issues related to concurrency and interruptions
and such either. That would lengthen the book substantially, and there are already
excellent books where you can explore this further.



CHAPTER 2

Memory, Objects, and
Addresses

Everything you manipulate when you run a computer program, and the program itself,
has to reside somewhere in your computer’s memory—on a disk, in its RAM circuits,
in various levels of cache, or in a CPU’s or GPU’s registers. It is not something we
necessarily think about when we write programs, but it is an obvious truth: if objects
aren’t found somewhere, we cannot work with them. The reason we can get away with
not worrying about memory is that our programming language handles most of the
bookkeeping.

Consider the classical “Hello, world!” program:

#include <stdio.h>

int main(void)

{
printf("Hello, world\n");
return 0;

We don’t need to think about the computer’s memory when we write it (or execute
it). Still, many objects must necessarily be represented in memory before we can run
the program—the program itself, including the main() function we write ourselves
and the printf() function we get from the runtime system. The two arguments we
give tomain(), argc and argyv, are stored somewhere, as is the constant string "Hello,
world!\n".

© Thomas Mailund 2021
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Or consider a simple function for computing the factorial of a number:

int factorial(int n)
{
if (n <= 1) return 1;
else return n * factorial(n - 1);

When we call the function, we must store the argument, n, somewhere. In the
recursive case, we call the function again, and in the second call, we need another
parameter n. We need another one because we need to remember the current n so we
can multiply it to the result of the recursion. Each recursive call must have its own n
stored somewhere in memory.

We don’t have to worry about where the functions, variables, and constants live in
memory when we write this code because the C compiler will generate the necessary
machine code to handle it for us. It will allocate the space for constants and variables,
and it handles writing function parameters and assignments to variables into the correct
memory locations. When we read the value in a variable, it handles getting it from the
right memory location for us as well.

However, when we choose to program in a low-level language, like C, the raw
memory is never too far away. It is possible to hide memory entirely from the
programmer, to pretend that objects are floating around somewhere and never wonder
about where that is. However, it comes at a computational overhead, and it limits what
we can do with a program in some ways. Low-level languages do not do this. They let
us get the memory of objects and manipulate the memory directly. We do not do this
willy-nilly because if we did, we would write unmaintainable software. Still, we have the
power, and when we use this power carefully, and in a structured way, we can build the
features that high-level languages provide using a single mental framework and with
little computational overhead.
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RAM 10 devises (e.g. disks)

caches

Registers L—J j : j C

Figure 2-1. Computer memory hierarchy

Even though we work with low-level languages, we work with an abstraction of the
computer’s memory. A modern computer’s memory is an immensely complex system,
where data lives at different locations, and the time it takes to access it varies widely.

A simplified model of a modern computer can look like that in Figure 2-1.

Objects that reside in a CPU’s or GPU'’s registers are incredibly fast to access and
manipulate. In comparison, accessing an object on a RAM chip takes geological ages. We
cannot hold all the data we operate on in registers, there are too few of them, so we need
to move data in and out of the CPU. To alleviate the long delay you get when the CPU has
to access objects, the computer moves data you are currently working on into a cache,
which the CPU can access faster than the main memory. When you switch to working
on some other data, that goes into the cache, and the previous data goes back to main
memory. When we need data from files, we usually write code that explicitly gets it from
there, but if the computer runs out of main memory, it might also use the file system to
swap data you are not using out of and data you are using into RAM.
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Your hardware, operating system, and compiler work together to optimize the
computational cost of memory access. Your compiler will analyze your programs and
put objects in registers when possible. The computer’s hardware will move objects from
RAM into different levels of cache for faster access. If you are so unlucky that data needs
to move to a disk, the operating system will handle that for you. We do not usually write
programs that work on memory at this level of detail. It would be incredibly tedious to
do, and we would write programs optimized for specific platforms. If you change the
hardware, you have different levels of cache, with different performance trade-offs.
Writing programs with an abstract memory model is hard enough; writing programs
with the full complexity in mind would be close to impossible. We write programs with a
simpler conceptual model of computer memory and let the compiler and hardware map
from the simple model to the more complex.

In this book, we will pretend that there is only one level of memory, RAM. All
data manipulation happens in the CPU, but the compiler will generate the necessary
code to move data in and out of the CPU. We will not worry about this, but trust that it
does this efficiently. An optimizing compiler is likely better at it than we are anyway,
and it certainly is more efficient to write code if we do not worry about such low-level
programming. So we will only worry about what our data is doing in that big block of
RAM. This is close to how C’s memory model work. If you write portable C, the language
standard does not make many promises about what the memory looks like. Still, all
objects sit in some memory, they have addresses that you can get, and if you have the
address of an object, then you can manipulate that object. What you can actually do with
the object depends on how you define it, but whatever you can do with an object, you
can also do through its address.

The Memory of a Generic Process

The C standard doesn’t specify how memory should be organized for running programs,
but a typical process, that is, a running program, can look like Figure 2-2. At the lowest
memory addresses, at the bottom, you have the code that the process runs. Code is data
as well, it is the instructions that the CPU should follow, and it is part of the process’
memory. Above that, you have the data that exists throughout the process’ lifetime.
When you declare global variables, they live as long as the program runs, and this is
where they sit in memory. Some of this data will be read-only. There are constants

defined in a program that you cannot change. String literals, those you define with "...",
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are usually immutable, they live in read-only memory, and your program might crash if
you try to write to them. Global variables you define yourself, if not declared const, are
mutable, and you can write to them. In the figure, I do not make a distinction between
the two, but your data usually comes as both read-only and read-write.

On top of that, you have the memory that the program allocates (and deallocates)
while it runs. We call this memory area the heap, and in Chapter 9 we see how you can
allocate memory from it in C. When the process needs more memory, the heap grows
upward. When it gets rid of memory, the situation is more complicated. We do not
remove a block in the middle and move all the data above it down, that would be time-
consuming, and we cannot move objects we have the address of—then they would
have moved away, and so accessing the data through an address would not work. Not
to worry, though, it is something that C’s runtime system will handle for you. At the top,
we have the stack. The stack handles function calls, and it is where local variables and
function arguments live. It typically grows downward. Between the stack and the heap,
there is usually a barrier, a piece of memory that you are not allowed to access. It is there
to prevent the stack and heap to grow into each other.

The memory that a process sees is rarely the physical memory the computer has.
Between a running process and the physical memory, the CPU creates a “virtual”
memory. That is the memory space that the program works with, and each time it needs
to access memory, the hardware will map the virtual address to a physical one. In the
old days, physical and virtual memory was the same, and any program could read and
write data anywhere and execute any code from anywhere. This is, obviously, highly
unsafe. The virtual memory protects processes from each other and provides a more
straightforward address interface to programs.

Programs need to allocate memory for the stack and heap to use it, which typically
involves asking the operating system to get a chunk of memory, which in turn will set
up this virtual to physical mapping. That is the addresses that the program can freely
access. Even though you could, in theory, address the full address space, in practice, the
hardware will cause an interrupt if you access data outside of the memory the program
got allocated by the operating system. This will typically result in the OS terminating the
process. Thus, if you haven’t gotten permission to read or write from somewhere, and
you do it anyway, then it can be the death of your program.

Similarly, there is usually protection on which memory you can execute. You should
not execute random data, so you are prevented from that. And since there are obvious
security problems if you allow a program to write into its code, modifying it potentially
based on user input, the executable memory is often read-only.
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When you write a C program, you are not given any guarantees for how the data is
positioned in memory. You have the register keyword to tell the compiler that you
would like a given variable stored in a register, but this is an anachronism more than
anything else. It is only a suggestion to the compiler, and it is allowed to ignore it. Your
compiler is better at allocating registers than most programmers, and it will likely ignore
the keyword altogether. The only practical consequence of using it is that you are then
not allowed to take the address of the variable (that would be inconsistent with wanting
to keep it in a register). I suggest you never use this keyword. If you do not take the
address of a local variable, then the compiler will put it in a register if that makes the
most efficient code. Don’t interfere with its register allocation.

Stack

DYna mie memory

(heap)

Pata

Codle

Figure 2-2. A process’ memory layout
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You likely have access to the system calls that lets you manipulate memory at the low
levels described, but they are platform dependent, and code you write for one platform will
not work on another. The interface to memory that C provides handles the interaction with
the operating system, and if you want to write portable code, you should stick with that.
Unless you have particular needs, that interface will do everything you need.

In portable C, you cannot assume that your program will run with a memory layout
like that described earlier. C is designed to run on practically any hardware and any
operating system, and the C standard thus makes few assumptions about the underlying
platform. That being said, it is a useful mental model for thinking about your program’s
memory. You cannot assume that the stack lies at higher memory locations than the
heap or that it grows downward instead of upward (and I honestly don’t see when that
would be relevant for you to worry about).

Even if you write your code in machine code, with full power to access memory as
you please, you probably won't see exactly this layout. Addresses are usually scrambled
by the architecture, as a defense against hacking attacks (it prevents an attacker from
knowing where your code and data are, by randomizing it). If you write multithreaded
programs, you need a stack per threat, and they can’t all lie at the top of the process’
address space. If you dynamically load libraries while executing your program, they need
to go somewhere as well. That is code, but the code’s location and size are already fixed
in this model.

Still, there is a stack, and there is a heap—if not in reality, then conceptually—and I
will present memory in this book as if we had processes like these. As long as you don't
write your programs with this strong an assumption about the memory layout, it is a
useful mental model of the memory you use and manipulate.

Objects, Sizes, and Addresses

While the C language doesn’t describe how memory is organized, it does specify that
each object has an address and a size. The address is where it sits, conceptually if not

in fact, and its size is how many memory locations it takes up. By the C standard, each
memory cell takes up one char, and larger objects take up more cells of memory. The C
standard doesn’t say what size a char actually is; it is just the minimum size of an object
that we can put into one block.
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You can get the size of an object using the sizeof operator. Try running this
program:

#include <stdio.h>

int main(void)

{
char c;
printf("%zu %zu\n", sizeof(char), sizeof c);
int i;
printf("%zu %zu\n", sizeof(int), sizeof i);
double d;
printf("%zu %zu\n", sizeof(double), sizeof d);
return 0;
}
I got
11
44
8 8

but the result will depend on your platform.

When we use sizeof on a type or a variable, we get the size of the type/object. Your
result might vary from mine (I got size 1 for char, 4 for int, and 8 for double). The size of
char is always one. That is guaranteed by the C standard. There are no other guarantees
about the absolute size of other types, although there are some guarantees about the
relative size of objects. For practically all modern hardware, a char is 8 bits, but the
standard doesn’t guarantee it. The constant CHAR_BIT will tell you how many bits a char
contains in your own development environment, but I will be surprised if it isn’t 8. If it
isn’t, then you are working on unusual hardware. If a char is 1 byte, that means that for
my output, an integer is 32 bits (4 bytes) and a double is 64 bits (8 bytes).

All sizes are relative to the minimal size that C works with, and that is the size of a
char. For the variables, you do not need the parentheses. You can write sizeof cinstead
of sizeof(c). For the types, you do need the parentheses. If you want the size of an
object or type related to a variable, that is, the variable itself or something it refers to in
cases of structures or arrays, you should prefer to get the size through the variable.

10
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You have specified the type when you declared the variable, and if you use the type once
more with sizeof, you have two references to it. If you change one and not the other, you
can get in trouble. It is better to specify the type once and get it automatically from the
variable after that.

If you want to know the address at which a variable sits, you can put an ampersand,
&, before the variable:

#include <stdio.h>

int main(void)

{
char ¢ = 1;
printf("%d %p\n", c, (void *)&c);
int i = 2;

printf("%d %p\n", i, (void *)&i);
double d = 3.0;

printf("%f %p\n", d, (void *)&d);
return 0;

The program prints the (integer) value of a character, the value of an integer, and
the value of a double, together with the memory addresses where the variables sit. The
formatting code %p gives us the text representation of the address when we call printf().
It will print the memory addresses. The (void *) cast is there because the %p wants a
void pointer. We see more to those in the next chapter.

There are no hard rules for where C should put variables, nor is there any rule that
says that you can meaningfully compare the address of objects you haven’t allocated
together. That being said, if you see that the printed addresses are numbers close
together, then the addresses probably are. If your memory addresses are laid out in the
process’ memory locations as described in the previous section, the preceding program
gives you where they sit. I got the result:

1 0x7ffee0d888ff
2 0x7ffee0d888f8
3.000000 0x7ffee0d888f0

11
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which tells us that the double was put first in memory, then the integer, and then the
character; see Figure 2-3. The memory locations are ordered from the bottom and up, so
the integer, for example, sits at address 0x7ffee0d888{8 (bottom) to 0x7ffee0d888b (top).
The 8 bytes from 0x7ffee0d88f0 contain the double. Immediately after the double,
we have the int. From the sizeof(int) call in the previous program, we know that an
int takes up four memory cells on my machine, but there is a gap, the gray area, up to
the char, found at address 0x7ffee0d888f0. C can put the variables where it wants, and
you have no guarantee that they are consecutive for two separate variables. This layout is
what I got on my computer when I translated the program with the compiler and options
that T used. If I change any of the options, for example, change the optimization settings,
things could look very different. Do not make assumptions about where individual
variables are put in memory; the C standard does not make any promises. It only
promises that your objects have an address and a size that is determined by its type.

oxFffeeodgeff 1
oxFffeeodgfe
oxFffeeodgefa
oxFfeeodggfe
oxFffeeodggfo
oxFffeeodggfa 2
oxFffeeodgef9
oxFffeeodggfe
oxFfeeodge{
oxFffeeodggfe
oxFffeeodgefs
oxFffeeodggf4 2.0
oxFffeeodggf=
oxFfeeodgg{=

oxFffeeodgefr
oxFffeeodggfo

Figure 2-3. Memory locations for a char, int, and double
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More technically, a block of memory you have allocated in a single operation has an
address and a size. From the beginning of the allocated memory and up to its size, you
have consecutive addresses, and you can meaningfully compare these addresses and
reason about the memory layout. Memory that you have allocated independently, you
should not make any assumptions about. Maybe you can use their addresses to work
out where the memory sits relative to each other, or maybe you cannot. If you want to
compare addresses, stick to looking at addresses within one allocated block.

Memory Allocation

What does it mean to allocate memory? How do we get the memory that our variables sit
in? And how do we get more when we need it? Most memory management is automatic
in C. When you declare a variable, the compiler generates code for allocating the
memory to hold it. For global and static variables, it sets aside memory that will last as
long as the program runs. For local variables and function arguments, which you can
think of as the same thing, the compiler generates code to get memory for them when
you call a function. This memory is allocated on the stack, and it only lives as long as the
function call that allocated it. We return to stack-allocated memory later in the chapter.

Although it is a good bet that local variables sit near each other on the stack, you
cannot make assumptions if you want your code to run everywhere. Individual variables
are independently allocated, and then the language makes no promises about how they
relate. But you can allocate more than one value at the same time, and then we get a few
more promises.

There are different ways that we can allocate multiple objects at the same time.
The simplest is through arrays that we will cover in detail in Chapters 5 and 6. An array
allocates several objects of the same type and put them, one after another, in consecutive
memory locations. In the following program, we allocate an array of five integers and get
the addresses of the individual integers:

#include <stdio.h>

int main(void)

{
int array[5];
printf(" array == %p\n", (void *)array);
for (int i = 0; i < 5; i++) {

13
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printf("8array[%d] == %p\n", i, (void *)&array[i]);
}
printf("sizeof array == %zu\n", sizeof array);
printf("5 * sizeof(int) == %zu\n", 5 * sizeof(int));

return 0;

An integer takes up sizeof(int) memory addresses, so five of them takesup 5 *
sizeof(int), and that is the size of the array. The integers lie in contiguous memory,
with array[i + 1] sizeof(int) after array[i]; see Figure 2-4. The value of an array,
the preceding array, is the address of the first of the integers.

The integers in the array are part of the same memory allocation, and you are
guaranteed that they are structured this way in memory.

With dynamic memory allocation, the topic for Chapter 9, you explicitly allocate
memory blocks of the desired size. There, as well, you have a block of memory where the
addresses are contiguous. You can use them more freely than you can with arrays, but in
practice, you use them either to store array-like data or to store structs and unions.

14
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AlL4]

oxFffeebog1900
Al=]

oxFffeebog1efe
Al=2]

oxFffeebog12fg
Al1]

oxFffeebog1ef4
Alol

oxFfeebog12fo

Figure 2-4. Memory layout of an array

With both struct and union, you have a single memory allocation when you declare
avariable, but a struct usually contains more than one data type, and so does a union
although its purpose is to store different types in the same memory location. When you
define a variable of a struct or union type, you are guaranteed to get a chunk of memory
of the relevant type’s size that you can index as consecutive memory addresses. For
unions, you get a block of memory that is large enough to hold the largest element, and
all the elements sit at the first address in the union.
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If you run this program
#include <stdio.h>

union data {
char c;
int i;
double d;
};

#define MAX(a,b) (((a)>(b))?(a): (b))
#define MAX3(a,b,c) MAX((a),MAX((b), (c)))

int main(void)
{
union data data;
printf("sizeof data == %zu\n", sizeof data);
printf("max size of components == %zu\n",
MAX3(sizeof data.c, sizeof data.i, sizeof data.d));

printf("data at %p\n", (void *)8&data);

printf("data.c at %p\n", (void *)&data.c);
printf("data.i at %p\n", (void *)&data.i);
printf("data.d at %p\n", (void *)&data.d);

return 0;

}

you might get something like

sizeof data == 8

max size of components ==
data at  ox7ffeebd2c900
data.c at ox7ffeebd2c900
data.i at ox7ffeebd2c900
data.d at ox7ffeebd2c900

16
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A double is the largest of the three types (on my machine), and the union gets that
size—but see the next section for more details about union sizes. All the elements in the
union sit at the same address, the address of the union itself, but of course you cannot
use them all at the same time. That is not the purpose of unions. You can treat the
memory block that the union holds as all three of the types, but a union only holds one
of the types at any given time. Therefore, they can store their data in the same memory
block and at the same address.

For structures, you get the memory to hold all of the components at the same time,
so their size is at least enough to hold all of them. The elements come, one after another,
in the order you define them, and the first element is at the first address of the structure.
However, between the elements in the struct, there might be unused memory.

When I run this program

#include <stdio.h>

struct data {

char c;
int i;
double d;

};

int main(void)

{
struct data data;
printf("sizeof data == %zu\n", sizeof data);
printf("size of components == %zu\n",

sizeof data.c + sizeof data.i + sizeof data.d);

printf("data at  %p\n", (void *)&data);
printf("data.c at %p\n", (void *)&data.c);
printf("data.i at %p\n", (void *)&data.i);
printf("data.d at %p\n", (void *)&data.d);
return O;

}

17
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I get the output

sizeof data == 16

size of components == 13
data at  0Ox7ffeec6988f8
data.c at ox7ffeec6988f8
data.i at ox7ffeec6988fc
data.d at ox7ffeec698900

So the struct variable data takes up 16 memory addresses, even though the data in it
only take up 13 bytes (or technically 13 sizeof(char)). The components come in order;
first we have ¢, then i, and then d with c at the same address as the struct, but there is
some padding between c and i; see Figure 2-5. If you rearrange the order of the elements,
you get them in a different order in memory, but there is likely always some padding.

d

oxFffeen=24g900
L

oxFffeeaz4g2fc
c oxFffeeaz422fL

Figure 2-5. Memory layout of a struct
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The padding might not only be between the components of the struct. You are
guaranteed that the first address is where the first component sits, but there can be
padding after the last components. If I move c to the bottom of the struct

struct data {
int i;
double d;
char c;

};
I get the output

sizeof data == 24

size of components == 13
data at ox7ffeef73a8fo
data.c at ox7ffeef73a900
data.i at ox7ffeef73a8fo
data.d at ox7ffeef73a8f8

shown in Figure 2-6. The structure is now 24 long, with a gap between i and d and a
segment of unused memory after c.

C does not give you many promises about how struct memory should look. The
first element at the first address, the elements in order, and that is it. Why does it add this
padding? It is not to be malicious. It has to do with memory alignment.

Alignment

In the abstract memory model, an address is just an address, and we can put any object
there. An object takes up a certain amount of memory, say 4 bytes for a 32-bit integer, so
if we put an integer at address a, then that address and the following three bytes is where
the integer lives. However, on actual hardware, there is more structure to a computer’s
memory. The memory is not a sequence of bytes, but rather computer words of some
given size, for example, 64 bits. The bus that carries data from memory to the CPU

works with words of certain sizes. If you ask to get an integer from memory, and it sits

in a single word, the computer needs to fetch that single word. If you put an integer at a
location that spans more than one word, the computer has to fetch both words and then
do some bit manipulation to put it into a register. And even if you ask for a 32-bit integer
that sits inside a 64-bit integer, there might be more work for the computer to represent it
as an integer in the CPU, if it doesn’t sit at a certain offset in its word.
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