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1

Quantifying Archaeology

If archaeologists do anything, it is count. We count stones,

bones, potsherds, seeds, buildings, settlements, and even

particles of earth – virtually everything that constitutes the

archaeological record. We also measure essentially

everything that we touch. Length, weight, thickness, depth,

volume, area, color, and height are only some of the

simplest measurements taken. We are exaggerating only

slightly when we state that our predilection for counting and

measuring ensures fame (if not fortune) to anyone who

brings to our attention some forgotten or never known

aspect of the archaeological record that archaeologists

should be counting and/or measuring.

Most archaeologists are in the counting and measuring

business not for its own sake, but to help us fashion a

meaningful perspective on the past. Quantification isn’t

required to back up every proposition that is made about

the archaeological record, but for some propositions it is

absolutely essential. For example, suppose we proposed an

idea about differences in Hallstatt assemblages in Central

Europe that could be evaluated by examining ceramic

variation. Having observed hundreds of the pots, we could

merely assert what we felt the major differences and

similarities to be, and draw our conclusions about the

validity of our original idea based upon our simple

observations. We might be correct, but no one would take

our conclusions seriously unless we actually took the

relevant measurements and demonstrated that the

differences and/or similarities were meaningful in a way that


