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Introduction

What Is This Book About?

The book is focused on understanding high availability concepts: Oracle Solaris Cluster and Veritas Cluster
framework, installation and configuration with some examples of setting up applications as high available,
and providing a cheat sheet on the list of commands used for setting up a cluster. The book assists with
setting up clustering on VirtualBox-based virtual. Easy steps mentioned in the book will help readers to have
a basic level understanding of high availability, cluster, and setting up cluster environments. A quick note on
Oracle Solaris and Veritas Clusters:

Oracle Solaris Cluster is a high availability software, originally created by Sun
Microsystems and acquired by Oracle Corporations in 2010. Oracle Solaris
Cluster helps in building high available environments using Active-Passive
application failover. Oracle Solaris Cluster also comes with Disaster Recovery-
based Geographic clustering functionality cross-site/geography using a high
speed DWDM network backbone along with storage replication. The Oracle
Solaris Cluster environment can be used for any kind of application and
Database supported to be running in Oracle Solaris environments, having Stop/
Stop and Probe methods.

Veritas Cluster software is High Availability Software provided by Veritas, which
was later acquired by Symantec in 2005, known as Symantec Cluster.
(https://www.symantec.com/en/in/cluster-server/), ensuring 24/7 high
availability with minimal or no manual intervention. Likewise, any OS cluster
solution providers, such as Symantec Cluster Server, also provides disaster
recovery (DR) solutions. Veritas Cluster Server detects risks to application
availability through monitoring triggers and ensures automated recovery of
applications for high availability and disaster recovery. Veritas cluster also
supports any kind of application that can be ported and configured under the
given platform (e.g., Solaris, Linux, or Windows).

The book is aimed at providing elaborate steps on setting up virtual host-based lab clusters (Oracle
Solaris and Veritas) on personal devices (Laptop or Desktop) for cluster installation, configuration,
management, and administration. The book also covers some example functions of web- or java-based
graphical user interface (GUI) for cluster management and administration.

Due to limitations of the Laptop/Desktop configuration, the setup is limited to only a two-node cluster
build, although if configuration permits, you can add as many virtual hosts to the cluster using the steps
mentioned below.
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INTRODUCTION

Who Will Get Help from the Book?

This book is targeted to anyone working in the IT Infrastructure domain with a basic understanding of the
Unix/Solaris environment. Additionally the book will help engineers in IT Operations and support, who
rarely get an opportunity to build live in OS clustered environments.

Itis a single book that covers the basic high availability concepts, clustering framework, and
components and installation and setup for both Oracle Solaris Cluster and Veritas Cluster. The easy steps
provided here will surely help Systems Administrators and System Build Engineers to gain confidence in
understanding availability and cluster build.

The easy writing as well as setup on the personal desktop/laptop will also help graduate students and
those who would like to pursue careers in the field of IT Infrastructure domain. The real-life cluster setup
simulated on the virtual environment is a starting point to gain a good level of cluster installation and
configuration skills. The beginning of each chapter also helps readers understand the availability concepts
for IT Infrastructure and Data Center.

How This Book Is Designed

The book is designed to first have a brief understanding of High Availability concepts and then elaborates
on Oracle Solaris and Veritas Cluster framework, installation, and configuration steps, managing cluster
resources using command line and GUI. The book also covers some more examples of cluster setup. The
book ends with some frequently used command lines and their options for day-to-day cluster management.

Chapter 1: Availability Concepts The chapter covers the concepts of availability. It starts with the
understanding of IT Infrastructure and Data Center, specific availability challenges, and how to address
these challenges. It also discusses Operating System-level clustering concepts. And finally it covers how to
understand the business value driven through availability.

Chapter 2: Cluster Introduction The chapter starts with a quick overview of cluster framework and
then moves further on to Cluster Architecture. The chapter will detail Oracle and Veritas specific cluster
frameworks.

Chapter 3: Cluster Build Preparations and Understanding VirtualBox The focus of this chapter is to
describe preparation required for the cluster build. It details VirtualBox and its components. VirtualBox will
be the virtual host solution as a part of a Lab exercise for setting up two-node clusters.

Chapter 4: Oracle Solaris Cluster Build This chapter is focused on the Oracle Cluster Build process,
starting from planning to the cluster implementation. The chapter will cover prerequisites, installation, and
configuration of two-node Oracle Solaris cluster environments built under VirtualBox.

Chapter 5: Setting Up Apache and NFS Cluster Data Services This chapter will cover adding two
example applications - Apache and NFS - as a part of cluster failover services. The chapter will start with
adding shared storages move further and with setting up metaset and mirroring of disks and then adding
cluster resource groups and resources along with their dependencies.

Chapter 6: Veritas Clustering This chapter is about the Veritas Cluster and starts with the design phase
of Veritas Cluster. The chapter then covers Veritas Cluster implementation, through cluster installation and
setting up a Veritas Cluster framework.

Chapter 7: Setting Up Apache and NFS Services in Veritas Cluster Similar to Chapter 5 for setting up
Apache and NFS applications in Oracle Solaris Cluster, this chapter also describes steps for bringing Apache
and NFS applications under a cluster framework for high availability. Again, here it will first start with adding
shared storage and configuring.

Chapter 8: Graphical User Interface for Cluster Management This chapter has information on
Graphical User Interface as provided by both Oracle Solaris Cluster and Veritas Cluster. This chapter starts
with initiating GUI, login, and then managing clusters through GUI. In addition to showing components of
GUI, there are some examples of switching over cluster resource groups.
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INTRODUCTION

Chapter 9: Additional Examples - Cluster Configurations This chapter will have some more
command-line examples of cluster configuration. It starts with steps for setting up Oracle Solaris Geographic
Cluster. There are also examples of setting up NEFS service using ZFS filesystems and zone clusters under
Oracle Solaris Cluster build. And the last example in this chapter is about adding a customer build
application to Veritas and Oracle Solaris clusters.

Chapter 10: Command-Line Cheat Sheet This is the last chapter of the book, covering some
commonly used command lines for both Oracle Solaris Cluster and Veritas Cluster setup, administration,
and other operational activities.
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CHAPTER 1

Availability Concepts

Availability

Availability is the time that business services are operational. In other words, availability is a synonym of
business continuity. And when it comes to IT Infrastructure, systems, site, or data center, availability reflects
the span of time applications, servers, site, or any other infrastructure components that are up and running
and providing value to the business.

The focus of this book is based on the IT Infrastructure and data center availability leading to business
uptime.

IT Infrastructure availability ensures that its components are fault tolerant, resilient, and provide high
availability and reliability within site and disaster recovery cross-site/data centers in order to minimize the
impact of planned or unplanned outages. Reliability ensures systems have longer lives to be up and running,
and redundancy helps ensure system reliability.

Expectations on high availability may vary depending upon the service level being adopted and agreed
upon with the business stakeholders. And in terms of disaster recovery, the availability is the reflection of
time to return to normal business services, either through failover of services to the disaster recovery site or
through restoration from backup, ensuring minimal data loss and reduced time of recovery.

Availability Challenges

Having observed some major disasters in the IT Infrastructure and data center space, availability is a top
priority for business continuity. We need to understand the challenges introduced due to the availability
aspect of IT Infrastructure and/or data centers.

But before even starting to understand the challenges in managing and supporting IT Infrastructure
specific to server availability, let’s first understand the backbone of IT Infrastructure, which is a data center
and its primary purpose.

Data Center is a collection of server/computers connected using network and
storage devices controlled by software and aims to provide seamless business
functioning. A data center is the brain and also one of the sources of energy to
drive the business faster with the least or no interruption.

In the early age of data center design, there were computer rooms; the computers
were built in a room dedicated to IT. With the rapid growth of IT requirements,
risks on the data integrity and security, modularity, availability, and scalability
challenges, the data centers were moved out of company premises to a dedicated
site; and they kept network, security, and storage as different dedicated
components of Data Center Management.
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So what are the data center availability challenges? Here are some of the critical data center measures
that lead to availability challenges.

At the very beginning, lack of planning for the selection of an IT site or data center site could have
severe availability impact due to natural disasters such as floods, earthquakes, tsunamis, etc. Similarly
unplanned floor design may lead to a disaster due to flood or any other water clogging.

Not having sufficient fire protection and policies is another big challenge to the availability and may
lead to data center disasters. The next challenge is insufficient physical security, such as not having Photo
Identity, absence of CCTV, not maintaining visitors’ log registers, etc.

Hardware devices, such as Servers, Storages, and Network and their components installed with no
redundancy will have an immediate impact on availability. Most of the traditional data centers suffer the
disruption of services due to non-redundant devices.

Electrical power is one of the most critical parts of data center uptime. Not having dual power feeds,
backup powers supplies, or green energy power sources are some of the critical areas of challenges for
availability. Similarly, absence of temperature control in the data center will have a disastrous impact on
running high-computing temperature-sensitive devices.

Unskilled or not, having the right level of skill and untrained technical resources are big contributors to
risks on data center availability.

Not having monitoring solutions at different levels such as heating and cooling measurements of the
data center to the monitoring of applications, servers, network- and storage-based devices will have direct
impacts on the host availability. Also, having no defined and applied backup and restoration policy will have
an impact on the host availability.

Absence of host security measures in terms of hardware and software security policies is another
challenge to availability.

Addressing Availability Challenges

As discussed in the previous section, availability is the most important factor that ensures application
and business uptime. To address the challenges posed to the data center availability, each of the above
challenges, be it site selection, floor planning, fire safety, power supply redundancy, servers/network and
storage-level redundancy, physical security, Operating System-level security, network security, resource
skills, and monitoring solutions should be addressed and resolved.

When it comes to server availability, it reflects hardware redundancy and software-based high
availability. In other words, redundant hardware components along with software-driven fault tolerant
solutions ensure server availability. Figure 1-1 further gives detailed components impacting and
contributing to the server availability.
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Figure 1-1. High Availability Components

As explained above, Server Availability is mainly covered as hardware and software availability. On
hardware availability, introducing redundant hardware for critical components of the server will provide
high resilience and increased availability.

The most critical part of addressing availability challenges is to ensure the server has redundant power
points. Power supplies should be driven from two difference sources of power generators and with a minimal
time to switch. Battery backup/generator power backups also ensure minimal or no server downtime.

The next important component for host availability is the CPU, and having more than one CPU can
ensure, in the case of failure, that one of the processors that processes is failed over to a working CPU.

Next in the line addressing server availability challenges is to have redundant network components, both
at switch level and server-level port redundancy. The network redundancy is later coupled with software-based
network redundancy such as port aggregation or IP Multipathing or Interface Bonding to ensure network
interface failures are handled well with very insignificant or no impact on the application availability.

Storage-based redundancy is achieved at two stages. One is at the local storage, by using either
hardware- or software-based raid configuration; and second, using SAN- or NAS-based storage LUNs, which
are configured for high availability. OS-based MPXIO software ensures the multipath.

On a larger scale for the data center (DC) availability, based on business availability requirements, data
centers are classified and certified in four categories:

Tier I - Single non-redundant distribution paths; 99.671% availability allows
28.817 hours of downtime.

Tier II - Along with tier I capabilities, redundant site capacity, with 99.741%
availability and allows 22.688 hours of downtime.

Tier III - Along with tier II capabilities, Multiple distribution availability paths
(dual powered), with 99.982% availability and allows 1.5768 hours of downtime.

Tier IV - Along with tier III capabilities, HVAC systems are multipowered, with
99.995% availability and 26.28 minutes or .438 hours of unavailability.
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And finally, when it comes to host monitoring (hardware, OS, and application), it should also be
integrated with the event generators and events further categorized into different service levels based on the
criticality of the event generated, ensuring minimum disruption to the services.

OS Clustering Concepts

Operating System cluster architecture is a solution driven by highly available and scalable systems ensuring
application and business uptime, data integrity, and increased performance by performing concurrent
processing.

Clustering improves the system’s availability to end users, and overall tolerance to faults and
component failures. In case of failure, a cluster in action ensures failed server applications are automatically
shut down and switched over to the other servers. Typically the definition of cluster is merely a collection/
group of object, but on the server technology, clustering is further expanded to server availability and
addressing fault tolerance.

Clustering is defined as below:

“Cluster analysis or clustering is the task of grouping a set of objects in such a way that objects in the
same group (called a cluster) are more similar (in some sense or another) to each other than to those in
other groups (clusters).” - Wikipedia definition

“Group of independent servers (usually in close proximity to one another) interconnected through a
dedicated network to work as one centralized data processing resource. Clusters are capable of performing
multiple complex instructions by distributing workload across all connected servers.” - Business Dictionary
(Read more: http://www.businessdictionary.com/definition/cluster.html#ixzz3dmQvIEdk)

OS-based cluster is classified based on the location of the cluster nodes installed. They are Local
Cluster, Campus Cluster, Metropolitan Cluster, and Geographic Cluster.

Local cluster is the cluster environment built in the same Data Center Site. In this
configuration disks are shared across all cluster nodes for failover.

Campus Cluster, also known as stretched cluster, is stretched across two or more
Data Centers within the limited range of distance, and mirrored storages are
visible across all other cluster nodes such as local cluster configuration.

Metropolitan cluster setup with Metropolitan area, still limited by distances.

The setup for Metropolitan cluster is similar to the one in Campus cluster, except
that storage is set up for replication instead of disk mirroring, using Storage
remote replication technologies. Metropolitan provides disaster recover in
addition to the local high availability.

Geographic cluster, which is ideally configured for a dedicated disaster recovery
cluster configuration, is set up across two or more data centers geographically
separated.

Local and campus clusters are set up with similar cluster configurations and using the same cluster
software, although Metropolitan and Geographic clusters use a different software-based configuration,
network configuration, and storage configuration (like replication True Copy, SRDE etc.).

Business Value of Availability

Nonavailability of IT services has a direct impact on business value. Disruption to the business continuity
impacts end users, client base, stakeholders, brand image, company’s share value, and revenue growth.
A highly available IT infrastructure and data center backbone of an enterprise caters to the bulk needs

of customer requirements, reduces the time to respond to customers’ needs, and helps in product
automation - ultimately helping in revenue growth.
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Below are some examples of incidents of data center disasters due to fire, flood, or lack of security that
caused systems and services unavailability for hours and resulted in a heavy loss of revenues and a severe
impact on the company’s brand image.

On April 20, 2014, a fire broke out in in the Samsung SDS data center housed in the building. The fire
caused users of Samsung devices users, including smartphones, tablets, and smart TVs, to lose access to data
they may have been trying to retrieve. (http://www.Data Centerknowledge.com/archives/2014/04/20/
data-center-fire-leads-outage-samsung-devices/)

Heavy rain broke a ceiling panel in Datacom’s (an Australian IT solutions company), colocation facility
in 2010, destroying storage area networks, servers, and routers belonging to its customers. On September 9,
2009, an enormous flash flood hit Istanbul. Vodafone’s data center was destroyed.

The addition of a single second adjustment applied to UT (Universal Time) due to Earth'’s rotation speed
to the world’s atomic clocks caused problems for a number of IT systems in 2012, when several popular web
sites, including LinkedIn, Reddit, Mozilla, and The Pirate Bay, went down.

In 2007, NaviSite (now owned by Time Warner) was moving customer accounts from Alabanza’s
main data center in Baltimore to a facility in Andover, Massachusetts. They literally unplugged the servers,
put them on a truck, and drove the servers for over 420 miles. Many web sites hosted by Alabanza were
reportedly offline for as long as the drive and reinstallation work took to complete.

A few years ago there was a data center robbery in London. UK newspapers reported an “Ocean’s
Eleven”-type heist with the thieves taking more than $4 million of equipment.

Target Corporation, December 2013: 70 million customers’ credit/debit card information was breached,
amounting to a loss of about $162 million.

It is quite obvious that any impact on the availability of the data center components such as server,
network, or storage will have a direct impact on the customer’s business.
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CHAPTER 2

Cluster Introduction: Architecture
for Oracle Solaris Cluster and
Veritas Cluster

Introduction to Cluster Framework

As defined in the previous chapter, clustering enables multiple servers to be treated as a part of single cluster
of servers and provides high availability solutions to the application environment. Clustering can help in
increased performance and ensures greater scalability and reduced costs through optimized utilization of
participant servers. The backbone of cluster lies on the server, network, and storage capacities along with the
operating system-level clustering software environment. A cluster framework ensures applications and/or
database environments start with defined dependencies and ensures successful failover or failback initiated
by monitoring triggers or through manual intervention. Cluster framework also ensures an easy scalability
through addition or removal of servers, known as cluster nodes, to the cluster.

0S Clustering Architecture

A cluster architecture is a group of two or more computers/server/hosts/nodes built with fault tolerant
components and connected using network, storage, and software components to make a single virtual or
logical server, available anytime in either of the physical computer/server/hosts or nodes. On the other view,
cluster framework is an architecture that allows systems to combine together as an aggregated host, a way of
harnessing of multiple processors to work in parallel, sharing memory across multiple hosts So cluster is not
just a solution to availability in the form of failover and fault tolerant services but also stretches to scalability
and performance.
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A high-level two-node cluster architecture is explained in Figure 2-1.
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Figure 2-1. Cluster Framework

As shown in the above diagram, the basic design of a cluster framework consists of two or more cluster
hosts/nodes - physical or virtual, Operating System, supported cluster software, network, and shared storage
(SAN or NAS shared storage). The figure also shows some other aspects: redundancy design to support the
cluster framework (like dual power supplies, Link Aggregation, and IPMP configuration).

Cluster Network

Network configurations should be set up with both server-level network card redundancy as well as having
aredundant switch for failover. Network ports be configured to provide maximum redundancy allowing
network survival due to the failure of the card at the server end or a failure of the switch.

A core component of cluster configuration is cluster heartbeat (transport interconnect). Cluster
heartbeat plays a critical role for keeping a cluster alive. Heartbeat interconnects are used for pinging each
cluster node, ensuring they are part of the cluster.

The other network component of cluster configuration is the core network (or company’s internal
network) that is used for communication between cluster resources (e.g., across applications or
communications from application to database).

And the last component of the cluster network configuration is the communication to or from end users
connecting from a public network to the back-end application under cluster configuration.
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Redundant cluster network configuration is done differently for different kinds of configuration
requirements. One of the configurations is to aggregate multiple network ports at the host level. The
technology used for aggregating ports is either link aggregation (UNIX) or interface bonding (Linux) or
NIC teaming. Link aggregation or interface bonding provides network redundancy/load balancing as
well as providing combined bandwidth to the virtual network pipe created out of bonding. At the network
configuration level, Port Channel - LACP will need to be configured to support the link aggregation
configuration at the server end.

Additionally, IP Multipathing can be set up either on top of link aggregation or configured independently
to further support the network redundancy via failover policies adopted (active/active or active/standby).

These will specifically be explained on the specific clustering framework (for Oracle Solaris Cluster or
Veritas Cluster).

Cluster Storage

For the storage configuration, the cluster environment is set up by having both SAN fabric and host storage
port-level redundancy. Cluster storage is a shared storage carved from SAN- or NAS-based redundant
storage environments. Cluster storage LUNs (Logical Units), also known as multihome disks, are presented
to all participant cluster nodes and made active/standby, based on which node is the active cluster node.
Software MPXIO is used to create single virtual paths out of multiple redundant paths created out of SAN
fabric and host storage ports. Ideally, disks pulled out of SAN storage are raid controlled and provide
sufficient disk redundancy, although to have better resilient configuration, it’s better to obtain storage from
two separate storage appliances.

Quorum Device

Cluster uses quorum voting to prevent split brain and amnesia. Quorum determines the number of
failures of node a cluster can sustain and for any further failure cluster must panic. Quorum disk is used for
supporting the Cluster quorum.

Cluster Split Brain

Split brain occurs when cluster interconnects between cluster nodes break. In that case, each broken cluster
node partitions to form a separate cluster and tries to bring up cluster services simultaneously and access
the respective shared storage leading to data corruption. Additionally, it might duplicate network addresses,
as each new partitioned clusters might own the logical hosts created as a part of the cluster.
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Quorum disk resolves this by ensuring a partition cluster with the majority of votes will be allowed to
survive (like the above cluster made of Nodel and Node2) and other cluster partition (Node3) will be forced
to panic and fence the node from disks to avoid data corruption.

Cluster Amnesia

As stated in Oracle Solaris documentation, “Amnesia is a failure mode in which a node starts with the
stale cluster configuration information. This is a synchronization error due to the cluster configuration
information not having been propagated to all of the nodes.”

Cluster amnesia occurs when cluster nodes leave the cluster due to technical issues. Cluster uses the
cluster configuration database to keep this updated across all cluster nodes. Although for the nodes going
down due to technical reasons, it will not have an updated cluster repository. When all cluster nodes are
restarted, the cluster with the latest configuration should be started first, meaning the cluster node brought
down last should be brought up first. But if this is not done, the cluster itself will not know which cluster
node contains the right cluster repository and may lead to a stale cluster configuration database.
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Figure 2-3 below explains further the process of cluster amnesia.
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Figure 2-3. Amnesia

To avoid this, cluster quorum guarantees at the time of cluster reboot that it has at least one node
(either quorum server or quorum disk) with the latest cluster configuration.

Oracle/Solaris Cluster Framework

Oracle Solaris Cluster design is the same as what is shown in Figure 2-1. Figure 2-4 shows a cluster design for
an Oracle Solaris Cluster.

11
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Figure 2-4. A cluster design for an Oracle Solaris Cluster

Oracle Solaris Cluster software has two components: Kernel and User Land.

Kernel land is the area that is controlled using OS kernel libraries and for setting up
global file systems and devices, setting up network communications, the Sun Volume
Manager for setting up multihome devices and for creating cluster configuration
repositories, and managing cluster memberships and cluster communications.

User land is the area that is for user-controlled libraries and binaries for cluster
command and libraries, and for setting up cluster resources and resource groups
through the Resource Group Manager, making data services scalable and failover
data services using the command line, etc.

Oracle Solaris Cluster Topologies

Cluster topology helps to understand the way shared devices are connected to cluster nodes in order to
provide maximum availability.

There are three supported cluster topologies available for the Oracle Solaris cluster configuration,
known as Clustered pairs, Pair+N and N+1 ( Star), and N*N topologies.

In Cluster pairs topology, cluster nodes are configured in pair and storages are shared across paired
cluster nodes, within the same cluster framework. This way the failover of the respective application
will occur within the paired cluster nodes. An example of this configuration is when different types of
applications (like application and database) are part of the same cluster administrative framework.

Pair+N topology means a pair of hosts are connected to shared storage and other hosts that are not
directly connected to storages but uses cluster interconnects to access shared storage.

N+1 (Star) topology means a combination of primary hosts and one secondary/standby host. The
secondary host should have a connection to all shared storages and have sufficient capacity to take the load
of primary host in case of failure.

12
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N*N, the most commonly used cluster topology, is configured by having each node connected to each
shared storage, and the application can failover to either of the hosts available.

Pair + N Topology

N+1 (Star) Topology N*N Topology
Figure 2-5.

Oracle Solaris Cluster Components

A critical component of the cluster design is the network configuration used at different layers. Each network
layer serves the purpose of communication within cluster environments and outside the cluster. These
network layers are Public Network - Network that the outside world or end user connects with the back-end
host, typically web tier-based connectivity. Core Network - Company’s internal network for communication
(typically used for Application to DB connectivity), Private Interconnect (Heartbeat connection) - This is
a heartbeat connection used only for intercommunications between hosts connected for availability polling.
Console network - Host management console connection for remotely managing headless servers, and last,
Cluster Management Network - Usually part of the console management network but optionally chosen to
be part of a core network or separate dedicated network for cluster management.

13
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The next components as parts of a cluster framework are shared disks. These disks can be shared as
a part of SAN storage, or NAS storage, and they should be visible by all cluster nodes to ensure failover
storage-based application services.

Further Oracle Solaris cluster-specific components are defined based on their specific cluster function
to support the high availability feature.

Cluster Membership Monitor (CMM)

The Cluster Membership Monitor (CMM) ensures the health of a cluster node through active membership
communicated via private interconnects. A critical cluster component protecting data integrity across
distributed computing operations. At the time of cluster changes due to failures of cluster node or changes

to cluster configuration, the CMM initiates reconfiguration using transport interconnects to send and
receive status alerts. So basically, CMM is the core of cluster configuration ensuring persistent configuration.
Further deeper into the technical understanding, CMM is a distributed set of agents that communicates

and exchanges messages to perform consistent membership view on all nodes, driving synchronized
reconfiguration in response to membership changes (nodes leaving or joining cluster), cluster partitioning
(split brains, etc) is taken care of for safer reboot of cluster nodes, ensuring defected cluster nodes are cleanly
left out of the cluster for repair, uses cluster heartbeats for keeping control of cluster membership and in case
of change of cluster membership, it reinitiates the cluster configuration.

Cluster Configuration Repository

The CCR is a cluster database for storing information that pertains to the configuration and state of the
cluster. All cluster nodes are synchronized for this configuration database. The CCR contains Node names,
Disk Group, device configuration, current cluster status, and a list of nodes that can master each disk group.

Heartbeats/Cluster Interconnect

The core of the cluster uptime is heartbeat, which monitors cluster nodes ensuring reconfiguration of
cluster repositories at the time of node joining or leaving the cluster group. Cluster heartbeats operate
over dedicated private interconnects (cluster interconnects), helping seamless cluster configuration
synchronization.

Cluster Membership

Every cluster node is assigned a cluster member id by assuring it to be part of cluster.

Quorum

The Cluster Membership Monitor (CMM) and quorum in combination assures, at most, one instance of the
same cluster is operational at any time, at the time of broken cluster interconnect. Sun Cluster uses quorum
voting to prevent split brain and amnesia.

As explained before, split brain means two nodes access the same device leading to data corruption so
failure fencing is used to prevent split brain. Amnesia occurs when there is a change in cluster configuration
while one of the nodes is down. When this node comes up, there will be an amnesia as to which is the
primary cluster node, which keeps the correct cluster configuration data. If nodes are shut down one after
the other, the last node leaving the cluster should be the first booting up in order to ensure CCR consistency.

14
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Disk (I/0) Fencing

Helps preserve data integrity and non-cluster nodes are prevented from accessing and updating any shared
disk/LUN. Or in other words, failure fencing protects the data on shared storage devices against undesired
writes accessed by nodes that are no longer in the cluster and are connected to the shared disk.

In a two-node cluster, SCSI-2 reservation is used to fence a failed node and prevent it from writing to
dual host-shared disks. For more than two nodes, SCSI-3 Persistence Group Reservation (PGR) provides
fencing and helps shared disks’ data consistency.

Fault Monitors

There are a number of monitors that are constantly monitoring the cluster and detecting faults; the cluster is
monitoring applications, disks, network, etc. These are Data Service monitoring, Disk-Path monitoring, and
IP Multipath monitoring respectively.

Cluster Resource Group and Resources

These are Cluster Application/Database or web services running as a part of cluster services for failover
and/or load balancing. Cluster resources are components of Cluster Resource groups set up with
dependencies. Some of the example cluster resources are NIC-based cluster resource, Floating IP-based
cluster resource, HA Storage Cluster resource, and application/database-based cluster resources.

Data Services

A data service is the application cluster resources, like an Apache server or an Oracle database; the cluster
will manage the resource and its dependencies, and it will be under the control of the Resource Group
Manager (RGM). The RGM performs 1. Start and Stop the Data Service 2. Monitor the Data Service
(faults, etc) and 3. Help in failing over the data services. Cluster resource groups and resources are
configured with dependencies to ensure before the start of application necessary network and storage
components are in place. Cluster resources are configured with start/stop and probe methods.

Cluster Daemons
Some of the core cluster daemons are listed below.

cluster - System kernel process, the core of cluster daemon. This process cannot
be killed because it is always in the kernel.

failfastd - The failfast daemon allows the kernel to panic if certain essential
daemons have stopped responding or failed.

cl_eventd - This daemon registers and forwards cluster events (such as nodes
entering and leaving the cluster).

qd_userd - This daemon server is used for probing the health of Quorum devices.
rgmd - This is the resource group manager daemon.
rpc.pmfd - This is the process monitoring facility.

pnmd - This is the public network management daemon for monitoring IPMP
information.
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cl_eventlogd - This daemon is used for logging logs cluster events into a binary
log file.

cl_ccrad - This daemon helps in accessing CCR.
scdpmd - This daemon monitors the status of disk paths.

sc_zonesd - This daemon monitors the state of Solaris 10 non-global zones.

IP Multipathing

IPMP provides reliability, availability, and network performance for systems with multiple physical
interfaces. IPMP keeps monitoring failed interface, allows to failover and failback network interfaces. In
Oracle Solaris, two types of IPMP methods are used: Link-Based IPMP and Probe-Based IPMP. In Link-based
IPMP, configuration mpathd daemon uses an interface driver to check the status of the interface and uses no
TEST address for failure detection. Link-based IPMP is the default IPMP configuration. In Probe-based IPMP
configuration, in.mpathd daemon sends out probes onto a TEST address to a target system on the same
subnet. It uses a multicast address to probe the target system.

IPMP is configured with options as deprecated, failover, and standby. Deprecated is used when
interface is used as a test address for IPMP ( basically the interface is deprecated to be used only for test
communication and not for any application data transfer). Failover option to ifconfig is used to make
interface as failover or no failover when the interface fails. And the option Standby is used for the interface
to be configured as standby.

Oracle Solaris IPMP involves in.mpathd daemon, /etc/default/mpathd configuration file and ifconfig
command options for IPMP configuration.

The important parameters in mpathd configuration file are the following:

1. FAILURE_DETECTION_TIME: Time taken by mpathd to detect a NIC failure in
ms (default value - 10 seconds)

2. FAILBACK: To enable or disable failback after the failed link becomes available
(default value - yes)

3. TRACK_INTERFACES_ONLY_WITH_GROUPS - If turned on, interfaces
configured as part of IPMP are only monitored (default value - yes)

Below are examples of Probe-based and Link-based IPMP configurations:

Active interface(s): e1000g0
e1000g1
Standby interface(s): -
Data IP addresse(s): 10.0.0.50
Test IP addresse(s): 10.0.0.51
10.0.0.52

Active/Active configuration

To configure probe-based IPMP - command line
# ifconfig e1000g0 plumb 10.0.0.50 netmask + broadcast + group ipmpO up addif 10.0.0.53
netmask + broadcast + deprecated -failover up

# ifconfig e1000g1 plumb 10.0.0.52 netmask + broadcast + deprecated -failover group
ipmp0 up
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