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CHAPTER 1

The Joys of Hashing

This book is an introduction to the hash table data structure. When
implemented and used appropriately, hash tables are exceptionally
efficient data structures for representing sets and lookup tables. They
provide constant time, low overhead, insertion, deletion, and lookup.
The book assumes the reader is familiar with programming and the

C programming language. For the theoretical parts of the book, it also
assumes some familiarity with probability theory and algorithmic theory.

Hash tables are constructed from two basic ideas: reducing application
keys to a hash key, a number in the range from 0 to some N - 1, and
mapping that number into a smaller range from 0 to m - 1, m « N. We can
use the small range to index into an array with constant time access. Both
ideas are simple, but how they are implemented in practice affects the
efficiency of hash tables.

Consider Figure 1-1. This figure illustrates the main components of
storing values in a hash table: application values, which are potentially
complex, are mapped to hash keys, which are integer values in a range of
size N, usually zero to N - 1. In the figure, N = 64. Doing this simplifies the
representation of the values; now you only have integers as keys, and if Nis
small, you can store them in an array of size N. You use their hash keys as
their index into the array. However, if N is large, this is not feasible.

If, for example, the space of hash keys is 32-bit integers, then N = 4, 294,
967, 295, slightly more than four billion. An array of bytes of this size would,

© Thomas Mailund 2019 1
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CHAPTER 1  THE JOYS OF HASHING

therefore, take up more than four gigabytes of space. To be able to store
pointers or integers, simple objects, you would need between four and
eight times as much memory. It is impractical to use this size of an array to
store some application keys.

Application value space Hash key space Table bin space
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Figure 1-1. Values map to hash keys that then map to table bins

Even if N is considerably smaller than four-byte words, if you plan to
store n « N keys, you waste a lot of space to have the array. Since this array
needs to be allocated and initialized, merely creating it will cost you O(N).
Even if you get constant time insertion and deletion into such an array, the
cost of producing it can easily swamp the time your algorithm will spend
while using the array. If you want a table that is efficient, you should be
able to both initialize it and use it to insert or delete n keys, all in time O(n).
Therefore, N should be in O(n).
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CHAPTER 1  THE JOYS OF HASHING

The typical solution to this is to keep N large but have a second step
that reduces the hash key range down to a smaller bin range of size m with
m € O(n); in the example, you use m = 8. If you keep m small, as in O(n),
you can allocate and initialize it in linear time, and you can get any bin in
itin constant time. To insert, check, or delete an element in the table, you
map the application value to its hash key and then map the hash key to a
bin index.

You reduce values to bin indices in two steps because the first step,
mapping data from your application domain to a number, is program-
specific and cannot be part of a general hash table implementation.!
Moving from large integer intervals to smaller, however, can be
implemented as part of the hash table. If you resize the table to adapt it to
the number of keys you store in it, you need to change m. You do not want
the application programmer to provide separate functions for each m.
You can think of the hash key space, [N] = [0, ..., N - 1], as the interface
between the application and the data structure. The hash table itself can
map from this space to indices in an array, [m] = [0, ..., m - 1].

The primary responsibility of the first step is to reduce potentially
complicated application values to simpler hash keys, such as to map
application-relevant information like positions on a board game or
connections in a network down to integers. These integers can then be
handled by the hash table data structure. A second responsibility of the
function is to make the hash keys uniformly distributed in the range [N].
The binning strategy for mapping hash keys to bins assumes that the hash
keys are uniformly distributed to distribute keys into bins evenly. If this
is violated, the data structure does not guarantee (expected) constant
time operations. Here, you can add a third, middle step that maps from

'In some textbooks, you will see the hashing step and the binning step combined
and called hashing. Then you have a single function that maps application-
specific keys directly to bins. I prefer to consider this as two or three separate
functions, and it usually is implemented as such.
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[N] — [N] and scrambles the application hash keys to hash keys with a
better distribution; see Figure 1-2. These functions can be application-
independent and part of a hash table library. You will return to such
functions in Chapter 6 and Chapter 7. Having a middle step does not
eliminate the need for application hash functions. You still need to map
complex data into integers. The middle step only alleviates the need for
an even distribution of keys. The map from application keys to hash keys
still has some responsibility for this, though. If it maps different data to
the same hash keys, then the middle step cannot do anything but map the
same input to the same output.

Application key space Hash key space Table bin space

Application value space
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Figure 1-2. Ifthe application maps values to keys, but they are not
uniformly distributed, then a hashing step between the application
and the binning can be added

Strictly speaking, you do not need the distribution of hash keys to
be uniform as long as the likelihood of two different values mapping to
the same key is highly unlikely. The goal is to have uniformly distributed
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hash keys, as these are easiest to work with when analyzing theoretical
performance. The runtime results referred to in Chapter 3 assume this,
and therefore, we will as well. In Chapter 7, you will learn techniques for
achieving similar results without the assumption.

The book is primarily about implementing the hash table data
structure and only secondarily about hash functions. The concerns when
implementing hash tables are these: given hash keys with application
values attached to them, how do you represent the data such that you
can update and query tables in constant time? The fundamental idea
is, of course, to reduce hash keys to bins and then use an array of bins
containing values. In the purest form, you can store your data values
directly in the array at the index the hash function and binning functions
provide but if m is relatively small compared to the number of data values,
then you are likely to have collisions: cases where two hash keys map to the
same bin. Although different values are unlikely to hash to the same key in
the range [NV], this does not mean that collisions are unlikely in the range
[m] if m is smaller than N (and as the number of keys you insert in the
table, n, approaches m, collisions are guaranteed). Dealing with collisions
is a crucial aspect of implementing hash tables, and a topic we will deal
with for a sizeable part of this book.



CHAPTER 2

Hash Keys, Indices,
and Collisions

As mentioned in the introduction, this book is primarily about
implementing hash tables and not hash functions. So to simplify the
exposition, assume that the data values stored in tables are identical to the
hash keys. In Chapter 5, you will address which changes you have to make
to store application data together with keys, but for most of the theory of
hash tables you only need to consider hash keys; everywhere else, you will
view additional data as black box data and just store their keys. While the
code snippets below cover all that you need to implement the concepts in
the chapter, you cannot easily compile them from the book, but you can
download the complete code listings from https://github.com/mailund/
JoyChapter2.

Assume that the keys are uniformly distributed in the interval
[N] =[O0, ..., N-1] where N is the maximum uint32_t and consider the
most straightforward hash table. It consists of an array where you can
store keys and a number holding the size of the table, m. To be able
to map from the range [N] to the range [m], you need to remember m.
You store this number in the variable size in the structure below. You
cannot use a special key to indicate that an entry in the table is not
occupied, so you will use a structure called struct bin that contains a
flag for this.

© Thomas Mailund 2019 7
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CHAPTER 2 HASH KEYS, INDICES, AND COLLISIONS

struct bin {
int is free : 1;
uint32_t key;

};

struct hash_table {
struct bin *table;
uint32_t size;

}s
Functions for allocating and deallocating tables can then look like this:

struct hash_table *empty table(uint32_ t size)
{
struct hash_table *table =
(struct hash_table*)malloc(sizeof(struct hash table));
table->table = (struct bin *)malloc(size * sizeof
(struct bin));
for (uint32 t i = 0; i < size; ++i) {
struct bin *bin = & table->table[i];
bin->is_free = true;
}
table->size = size;
return table;

}
void delete table(struct hash table *table)

{
free(table->table);
free(table);
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The operations you want to implement on hash tables are the insertion
and deletion of keys and queries to test if a table holds a given key. You use
this interface to the three operations:

void insert key (struct hash table *table, uint32 t key);
bool contains key (struct hash table *table, uint32 t key);
void delete key (struct hash table *table, uint32_t key);

Mapping from Keys to Indices

When you have to map a hash key from [N] down to the range of the
indices in the array, [m], the most straightforward approach is to take the

remainder of a division by m:
unsigned int index = key % table->size;

You then use that index to access the array. Assuming that you
never have collisions when doing this, the implementation of the three
operations would then be as simple as this:

void insert key(struct hash _table *table, uint32 t key)
{
uint32_t index = key % table->size;
struct bin *bin = & table->table[index];
if (bin->is free) {
bin->key = key;
bin->is_free = false;
} else {
// There is already a key here, so we have a
// collision. We cannot deal with this yet.
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bool contains key(struct hash_table *table, uint32 t key)
{
uint32_t index = key % table->size;
struct bin *bin = & table->table[index];
if (!bin->is free 8& bin->key == key) {
return true;
} else {
return false;

}

void delete key(struct hash table *table, uint32_t key)
{
uint32_t index = key % table->size;
struct bin *bin = & table->table[index];
if (bin->key == key) {
bin->is_free = true;

When inserting an element, you place the value at the index given by
the mapping from the space of hash keys to the range of the array. Deleting
a key is similarly simple: you set the flag in the bin to false. To check if the
table contains a key, you check that the bin is not free and that it contains
the right key. If you assume that the only way you can get an index at a
given index is if you have the key value, this would be correct. However,
you also usually check that the application keys match the key in the
hash table, not just that the hash keys match. In this implementation, the
application keys and hash keys are the same, so you check if the hash keys
are identical only. Because, of course, you could have a situation where two

10
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different hash keys would map to the same bin index, even if the hash keys
never collide. The space of bin indices, after all, is much smaller than the
space of keys.

Collisions of hash values are rare events if they are the results of a
well-designed hash function. Although collisions of hash keys are rare,
it does not imply that you cannot get collisions in the indices. The range
[N] is usually vastly larger than the array indices in the range [m]. Two
different hash keys can easily end up in the same hash table bin; see
Figure 2-1. Here, you have hash keys in the space of size N = 64 and only
m = 8 bins. The numbers next to the hash keys are written in octal, and
you map keys to bins by extracting the lower eight bits of the key, which
corresponds to the last digit in the octal representation. The keys 8 and
16, or 104 and 204 in octal, both map to bin number 0, so they collide in
the table.

The figure is slightly misleading since the hash space is only a factor of
eight larger than the size of the hash table. In any real application, the keys
range over a much wider interval than could ever be represented in a table.
In the setup in this book, the range [N] maps over all possible unsigned
integers, which in most C implementations means all possible memory
addresses on your computer. This space is much larger than what you
could reasonably use for an array; if you had to use your entire computer
memory for a hash table, you would have no space for your actual
computer program. Each value might map to a unique hash key, but when
you have to map the hash keys down to a smaller range to store values in a
table, you are likely to see collisions.

11
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Figure 2-1. Collisions of hash keys when binning them

Risks of Collisions

Assuming a uniform distribution of hash keys, let’s do some back-of-
the-envelope calculations of collisions probabilities. The chances of
collisions are surprisingly high once the number of values approaches
even a small fraction of the number of indices we can hit. To figure

12
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out the chances of collisions, let’s use the birthday paradox (https://
en.wikipedia.org/wiki/Birthday). In a room of n people, what is the
probability that two or more have the same birthday? Ignoring leap
years, there are 365 days in a year, so how many people do we need for
the chance that at least two have the same birthday is above one half?
This number, n, turns out to be very low. If we assume that each date is
equally likely as a birthday, then with only 23 people we would expect a
50% chance that at least two share a birthday.

Let’s phrase the problem of “at least two having the same birthday”

a little differently. Let’s ask “what is the probability that all n people have
different birthdays?” The answer to the first problem will then be one
minus the answer to the second.

To answer the second problem, we can reason like this: out of the n
people, the first birthday hits 1 out of 365 days without any collisions. The
second person, if we avoid collisions, has to hit 1 of the remaining 364
days. The third person has to have his birthday on 1 of the 363 remaining
days. Continuing this reasoning, the probability of no collisions in
birthdays of n people is

365 364 365-n+1
— XX, X

365 365 365

where 1 minus this product is then the risk of at least one collision when
there are n people in the room. Figure 2-2 shows this probability as a
function of the number of people. The curve crosses the point of 50%
collision risk between 22 and 23.
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