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Preface

India is a land of many languages, among them 122 languages are spoken by at
least 10,000 people each, with 22 of them constitutionally recognised. Several of
the Indian languages do not have sufficient labelled data to develop a separate
phone recogniser for themselves. This necessitates an investigation into alternative
ways of performing phone recognition, such as multilingual phone recognition. A
Multilingual Phone Recognition System (Multi-PRS) is a language-independent,
universal Phone Recognition System (PRS) that can recognise the phonetic units
present in a speech utterance independent of the language of the speech utterance.

In this book, various aspects of multilingual phone recognition such as devel-
opment, analysis, performance improvement, and applications of Multi-PRSs are
studied for six Indian languages — Kannada (KN), Telugu (TE), Bengali (BN), Odia
(OD), Urdu (UR), and Assamese (AS). Among the six Indian languages considered,
Chaps. 3, 4, and 5 use only four languages (KN, TE, BN, OD), while the Chap. 6
uses all the six languages. The International Phonetic Alphabets (IPA) based
transcription is used for deriving a common multilingual phone-set by grouping the
acoustically similar phonetic units from multiple languages. Both Gaussian Mixture
Model (GMM)-Hidden Markov Models (HMM) and Deep Neural Network (DNN)-
HMMSs are explored for training the Multi-PRSs using Mel-frequency Cepstral
Coefficients (MFCCs) as features under context independent and context dependent
settings. The behaviour of Multi-PRSs across two language families namely —
Dravidian and Indo-Aryan — is studied and analysed by developing separate
Multi-PRSs for Dravidian and Indo-Aryan language families. The performance
of Multi-PRSs is analysed and compared with that of the Monolingual Phone
Recognition Systems (Mono-PRS).

Articulatory Features (AFs) are explored to improve the performance of Multi-
PRS:s. The AFs for five AF groups — place, manner, roundness, frontness, and height
— are predicted from the MFCCs using DNNs. The oracle AFs, which are derived
from the ground truth IPA transcriptions, are used to set the best performance
realizable by the predicted AFs. The performance of predicted and oracle AFs are
compared. In addition to the AFs, the phone posteriors are explored to further boost
the performance of Multi-PRS. Multitask Learning (MTL) is explored to improve
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the prediction accuracy of AFs and thereby reducing the Phone Error Rate (PER)
of Multi-PRS. Fusion of AFs is done using two approaches: (i) lattice rescoring
approach and (ii) AFs as tandem features. It is found that the oracle AFs by feature
fusion with MFCCs offer a remarkably low target PER of 10.4%, which is 24.7%
absolute reduction compared to baseline Multi-PRS with MFCCs alone. The fusion
of phone posteriors and the AFs derived from the MTL yields the best performance.
The best performing system using predicted AFs has shown reduction of 3.2% in
absolute PER (i.e. 9.1% reduction in relative PER) compared to baseline Multi-PRS.

Applications of multilingual phone recognition in code-switched and non-code-
switched scenarios are discussed. Two different approaches for multilingual phone
recognition using code-switched and non-code-switched test sets are compared
and evaluated. First approach is a front-end Language Identification (LID) system
followed by monolingual phone recognisers (LID-Mono) trained individually on
each of the languages present in multilingual dataset, while the second approach
uses a common multilingual phone-set without requiring a front-end LID based
switching. Bilingual code-switching experiments are conducted using the code-
switched test sets of Kannada and Urdu languages. The state-of-the-art i-vectors are
used to perform LID in first approach. It is found that the performance of common
multilingual phone-set based approach is superior compared to more conventional
LID-Mono approach in both non-code-switched and code-switched scenarios. The
performance of LID-Mono approach heavily depends on the accuracy of the LID
system, and the LID errors cannot be recovered. However, the common multilingual
phone-set based approach by virtue of not having to do a front-end LID switching
and designed based on the common multilingual phone-set derived from several
languages is not constrained by the accuracy of the LID system, and hence performs
effectively on non-code-switched and code-switched speech, offering low PERs
than the LID-Mono system.

This book is mainly intended for researchers working in the area of multilingual
speech recognition. This book will be useful for the young researchers who want
to pursue research in speech processing with an emphasis on multilingual speech
recognition. Hence, this may be recommended as a text or reference book for
the postgraduate-level advanced speech processing course. The book has been
organised as follows:

Chapter 1 introduces basic concepts of multilingual speech recognition. The
multilingual AFs and code-switched speech recognition are briefly introduced.
Chapter 2 describes the prior work on multilingual speech recognition systems
with primary focus on multilingual AFs and code-switched speech recognition.
Chapter 3 describes the development, evaluation, and analysis of Multi-PRS for
four Indian languages. Chapter 4 discusses the proposed approaches to derive the
multilingual AFs from spectral features. Chapter 5 discusses the use of predicted
multilingual AFs to improve the performance of Multi-PRS. Chapter 6 describes
the applications of multilingual phone recognition in code-switched and non-
code-switched scenarios. Two approaches for multilingual phone recognition are
compared using code-switched and non-code-switched test sets. Chapter 7 provides
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a brief summary and conclusion of the book with a glimpse towards the scope for
possible future work.
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