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Vorwort

In dem Forschungsgebiet Intrusion Detection wird seit Mitte der 80er Jah-
re gearbeitet. Seit einigen Jahren sind kommerzielle Intrusion-Detection-
Systeme (IDS) verfiigbar, die erganzend zu praventiven Sicherheitsmecha-
nismen zum Schutz von informationstechnischen Systemen eingesetzt
werden konnen. Die Wirksamkeit zurzeit verflighbarer Systeme bleibt je-
doch weit hinter den Erwartungen der Nutzer zurlick. Ursache dafr ist ei-
ne grofle Zahl von Fehlalarmen sowie eine schwer zu beziffernde Zahl von
unerkannten Sicherheitsverletzungen, durch die der tagliche Einsatz von
IDS geprégt ist. Darlber hinaus wird es aufgrund der anfallenden Datenvo-
lumen zunehmend schwieriger in modernen leistungsfahigen Systemen
zeitnah Sicherheitsverletzungen zu erkennen.

Dieses Buch betrachtet diese Problemfelder. Dabei werden systematisch
fundiert die folgenden Fragestellungen diskutiert und entsprechende L0-
sungen dargestellt:

e Was sind die relevanten Charakteristika von Sicherheitsverletzungen,
die in Angriffsmustern spezifiziert werden missen, um eine exakte Er-
kennung zu ermdglichen?

e Wie kdnnen komplexe Angriffsmuster geeignet modelliert und be-
schrieben werden?

e Wie kann die Erkennung der Angriffsmuster effizient(er) realisiert wer-
den?

Dem Leser werden dabei Werkzeuge zur Bewertung existierender und
Konstruktion neuer IDS vorgestellt. Schwerpunkte sind dabei die systema-
tische Betrachtung sowie exakte Modellierung und Beschreibung von An-
griffsmustern. Dartber hinaus werden existierende Analyseverfahren zur
Erkennung von Angriffsmustern beschrieben und ein hinsichtlich Effizienz
optimiertes Verfahren vorgestellt.

Dieses Buch ist zum gréften Teil wahrend meiner Tatigkeit als wissen-
schaftlicher Mitarbeiter am Lehrstuhl Rechnernetze und Kommunikations-
systeme der Brandenburgischen Technischen Universitat Cottbus entstan-
den. FUr die wissenschaftliche Betreuung meiner Arbeiten, die eingerdum-



VI Vorwort

ten Freirdume sowie die in vielerlei Hinsicht angenehme Arbeitsatmospha-
re an seinem Lehrstuhl danke ich Hartmut Kénig. Meine Arbeiten zu die-
sem Buch profitierten unter anderem von der fruchtbaren Zusammenarbeit
mit Ulrich Flegel. Wahrend zahlloser Treffen auf Workshops und Konfe-
renzen sowie Besuchen in Dortmund und Cottbus diskutierten wir die
Ausdrucksstirke von Modellierungsansétzen fir Angriffssignaturen. Als
Ergebnis unserer Zusammenarbeit entstand ein allgemeiner Ansatz zur
Modellierung von Angriffssignaturen. Mario Scholzel gilt besonderer
Dank fiir seine Unterstiitzung bei der formalen Definition von Signaturnet-
zen. Niels Bischof, Christian Rohr und Sebastian Schmerl danke ich fir ih-
re Arbeiten und ihre konstruktiven Ideen zu den Sprachen SHEDEL und
EDL sowie den Werkzeugen SAM und SEG, die auf beiliegender CD-
ROM enthalten sind.

Dortmund, im November 2006
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1 Einleitung

Die moderne Informationsgesellschaft basiert auf komplexen informati-
onstechnischen Infrastrukturen, die einen zunehmenden Grad an Vernet-
zung aufweisen. Immer mehr private und 6ffentliche Institutionen verwen-
den informationstechnische Systeme (IT-Systeme), um ihre Dienste effek-
tiver und effizienter anbieten und abwickeln zu kénnen. Durch die globale
Vernetzung wird der Zugang zu Diensten in Zukunft fir jedermann, zu je-
derzeit und von jedem Ort mdglich sein. Die Vorteile dieser Entwicklun-
gen sind unbestritten. Sie bringen jedoch auch Nachteile mit sich. Aus der
Verlagerung vieler gesellschaftlicher Prozesse auf IT-Systeme resultiert
eine direkte Abhangigkeit unserer Gesellschaft von diesen Systemen. Da-
durch gewinnt der Schutz von IT-Systemen zunehmend an Bedeutung.

Klassische Sicherheitsmechanismen, z. B. kryptographische Verfahren
und Zugangskontrollsysteme, wie beispielsweise Firewalls, sind notwen-
dige Komponenten zum Schutz von IT-Infrastrukturen und heute weit ver-
breitet. Wahrend bisher vorrangig praventive MalRnahmen und Mechanis-
men im Vordergrund standen, wird zunehmend deutlich, dass die
Sicherheit von IT-Systemen nicht allein durch Prévention erreichbar ist.
Vielmehr stellt Pravention einen Grundpfeiler dar, neben dem reaktive As-
pekte der Sicherheit von IT-Systemen stehen.

Um in der Lage zu sein, auf Sicherheitsverletzungen reagieren zu koén-
nen, sind Mechanismen zur Erkennung von Sicherheitsverletzungen erfor-
derlich. Seit Mitte der 80er Jahre hat sich daher das Forschungsgebiet der
Angriffserkennung (Intrusion Detection) entwickelt. Seit einiger Zeit sind
kommerzielle Intrusion-Detection-Systeme (IDS) verfugbar, die ergéanzend
zu prdventiven Sicherheitsmechanismen zum Schutz von IT-Systemen
eingesetzt werden kénnen.

Die in diesem Gebiet entwickelten Verfahren zur Erkennung von Si-
cherheitsverletzungen kdnnen grob in Anomalieerkennung und Miss-
brauchserkennung unterteilt werden. Verfahren zur Anomalieerkennung
basieren auf der expliziten Definition von normalem Verhalten und erken-
nen Abweichungen von dieser Norm. Problematisch bei diesen Verfahren
sind die inhdrente Unschérfe der gelieferten Ergebnisse sowie die Frage,
ob jede Anomalie eine Sicherheitsverletzung darstellt.



2 Einleitung

Zur Missbrauchserkennung ist das Vorliegen expliziter Definitionen
von Angriffsmustern in Form von Signaturen erforderlich. Beobachtete
Aktionen werden auf Ubereinstimmung mit den Signaturen uberprift.
Prinzipiell sind Verfahren zur Missbrauchserkennung bezuglich der Er-
kennungsgenauigkeit sehr robust und liefern scharfe Ergebnisse, auf deren
Grundlage Reaktionen auf Angriffe veranlasst werden konnen. Die Miss-
brauchserkennung stellt daher ein unverzichtbares Basisauswertungsver-
fahren von IDS dar, das um Anomalieerkennung erganzt werden kann. Na-
turgem&B sind Verfahren zur Missbrauchserkennung jedoch auf die
Erkennung von bekannten, durch Signaturen représentierten Angriffen be-
schrankt.

Obwohl die Notwendigkeit von Systemen zur Missbrauchserkennung
unwidersprochen bleibt, ist der Einsatz derzeit verfligbarer Systeme mit
einer Reihe von Problemen verbunden. Eines der Hauptprobleme ist die
Vielzahl der von den Systemen erzeugten Alarme. Haufig werden tausende
von Alarmen pro Tag erzeugt, von denen 99% Fehlalarme sind. Aufgrund
dieser Alarmflut ist es schwierig die Alarme zu identifizieren, die tatsach-
lich Sicherheitsverletzungen anzeigen. Dadurch wird der Nutzen von IDS
infrage gestellt.

Unter der Vorraussetzung einer korrekten Spezifikation von Signaturen,
kdnnen Fehlalarme durch Missbrauchserkennungssysteme ausgeschlossen
werden. Missbrauchserkennungssysteme erkennen genau die Muster, die
in den Signaturen beschrieben sind. Die Ursache fir hohe Fehlalarmraten
ist dementsprechend auf der Ebene der Spezifikation der Signaturen zu su-
chen. Zum einen fehlt eine Systematik zur Betrachtung der relevanten As-
pekte von Angriffssignaturen. Mit verschiedenen existierenden Sprachen
zur Beschreibung von Signaturen sind unterschiedliche Mengen von Sig-
naturen beschreibbar. Vielfach kénnen Signaturen mit den zur Verfiigung
stehenden Sprachmitteln nicht exakt spezifiziert werden. Zum anderen
fuhrt die Komplexitat von Angriffssignaturen zu einem Fehlerpotential bei
ihrer Entwicklung. In existierenden Sprachen fehlen geeignete Mittel, um
den Signaturentwickler bei der Beherrschung dieser Komplexitéat zu unter-
stutzen.

Die steigende Leistungsfahigkeit von IT-Systemen fiihrt zu einem wei-
teren Problem flr die Missbrauchserkennung. Der damit einhergehende
Anstieg des Datenaufkommens fiihrt existierende Missbrauchserkennungs-
systeme an die Grenzen ihrer Leistungsfahigkeit. Die aus der zunehmen-
den Komplexitat der IT-Systeme resultierende Steigerung der Anzahl zu
analysierender Angriffsmuster verscharft dieses Problem zusétzlich. Aktu-
elle Systeme zur Missbrauchserkennung setzen verschiedene Standardver-
fahren zur Analyse ein. Der Entwicklung und Untersuchung optimierter
Analyseverfahren zur Missbrauchserkennung wurde bisher kaum Auf-
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merksamkeit geschenkt. Dadurch wird eine zeitnahe Erkennung von An-
griffen schwieriger. Es ist notwendig, effiziente Analyseverfahren zur
Missbrauchserkennung zu entwickeln.

Zur Steigerung der Wirksamkeit von IDS missen Missbrauchserken-
nungssysteme effizient korrekte Ergebnisse liefern. Insbesondere ist die
Zahl der Fehlalarme zu reduzieren. Dazu ist zunéchst eine systematische
Betrachtung von Angriffsmustern erforderlich. Des Weiteren werden
Werkzeuge zur Modellierung und Beschreibung von Signaturen benétigt,
die eine effiziente und fehlerfreie Entwicklung von Signaturen erlauben.
Aufgrund der resultierenden kirzeren Entwicklungszeiten fir Signaturen
wird es moéglich, nach dem Auftreten bzw. bekannt werden neuer Sicher-
heitsliicken kurzfristig entsprechende Signaturen zu erstellen. Dadurch
kdnnen die betroffenen Systeme vor entsprechenden Angriffen geschiitzt
werden, bis die Sicherheitsliicken behoben werden. Effiziente Analysever-
fahren erlauben es, einen Angriff zeitnah zu erkennen und geeignete Ge-
genmaRnahmen einzuleiten, beispielsweise indem Aktivitaten des Angrei-
fers blockiert werden.

Im Kapitel 2 geben wir zunéchst eine grundlegende Einfiihrung in den
Bereich IT-Sicherheit. Eine Einordnung des Gebiets Intrusion Detection
wird vorgenommen. Verschiedene Verfahren zur Angriffserkennung wer-
den vorgestellt und diskutiert. Vertiefend werden in Kapitel 3 Verfahren
zur Missbrauchserkennung behandelt und aktuelle Herausforderungen an
diese Technologie herausgearbeitet. Beispiele flr ein konkretes 1T-System
und verschiedene Attacken, auf die in diesem Buch Bezug genommen
wird, werden in Kapitel 4 vorgestellt.

In Kapitel 5 wird ein Modell fiir die Semantik von Angriffssignaturen
entwickelt, das systematisch die semantischen Aspekte von Signaturen be-
trachtet. Es bildet die Grundlage fir Vergleiche der Ausdrucksstarke von
Signaturbeschreibungssprachen. Kapitel 6 fihrt einen Ansatz zur Model-
lierung von Signaturen ein, bevor in Kapitel 7 zwei Sprachen zur Be-
schreibung von Signaturen vorgestellt werden.

Im Kapitel 8 untersuchen wir Analyseverfahren zur Missbrauchserken-
nung. Es werden Optimierungsstrategien zur Steigerung der Analyseeffi-
zienz entwickelt und experimentell evaluiert. Im abschlieenden Kapitel 9
werden eine Zusammengefassung und ein Ausblick gegeben.



2 IT-Sicherheit und Intrusion Detection

Eine der wichtigsten Entwicklungstendenzen der letzten Jahre ist der ra-
sche Vormarsch moderner Kommunikations- und Informationstechnolo-
gien in vielen gesellschaftlichen Bereichen. Insbesondere mit dem rasanten
Wachstum des Internets findet eine zunehmende Verlagerung wirtschaftli-
cher und privater Werte auf leistungsfahige informationstechnische Sys-
teme statt. Die somit immer starker werdende Abhéngigkeit vieler gesell-
schaftlicher Prozesse von IT-Systemen sowie deren zunehmende technolo-
gische Komplexitat fordern jedoch auch ein stetig steigendes Bedrohungs-
potential, das diese Systeme geféhrdet. Gleichzeitig wéchst die Attraktivi-
tat der Systeme fur gezielte Missbrauche. Dadurch gewinnen Aspekte der
IT-Sicherheit' immer mehr an Bedeutung. Wahrend in der Praxis bisher
hauptséchlich préventive IT-Sicherheitsmechanismen eingesetzt wurden,
zeigen die Entwicklungen, dass Sicherheitsziele nicht allein durch Préven-
tion erreicht werden kénnen. Vielmehr missen praventive Verfahren um
reaktive Mechanismen ergénzt werden. Voraussetzung jedes reaktiven
Verfahrens ist die Erkennung von Sicherheitsvorfallen.

In diesem Kapitel fiihren wir grundlegende Begriffe der IT-Sicherheit
ein und geben einen Uberblick lber existierende Sicherheitsmechanismen.
Die Rolle der im Weiteren betrachteten Erkennungsmechanismen wird
diskutiert und ihre Notwendigkeit motiviert.

2.1 IT-Sicherheit

Aufgabe der IT-Sicherheit ist der Schutz von informationstechnischen
Werten und Gitern. Um den Begriff der 1T-Sicherheit fassen zu kdnnen,
wird typischerweise betrachtet, wie informationstechnische Guter kom-

Y Im Englischsprachigen Raum werden zur Unterscheidung von intentionalen
und nichtintentionalen Beeintrachtigungen von Systemen tiberwiegend die Beg-
riffe Security und Safety gebraucht (vgl. [Die04]), die im Deutschen mit dem-
selben Wort, ndmlich Sicherheit, bersetzt werden. Wir betrachten Security-
Aspekte von Systemen und der Begriff IT-Sicherheit wird ausschlieBlich in
dieser Bedeutung gebraucht.
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promittiert werden konnen bzw. welche Schutzziele verfolgt werden. Im
Allgemein werden die folgenden vier Schutzziele unterschieden (vgl.
[Wo+00, Eck02]):

o Vertraulichkeit - Schutz vor unautorisierter Kenntnisnahme von Infor-
mationen.

o Integritat - Schutz vor unautorisierter unbemerkter Modifikation von In-
formationen.

o Verflgbarkeit - Schutz vor unautorisierter Vorenthaltung von Informati-
onen oder Ressourcen.

e Zurechenbarkeit - Verursacher von Aktionen und Ereignissen sind er-
mittelbar.

Fur spezifische Dienste existieren verschiedene Konkretisierungen dieser
Schutzziele. Beispielsweise werden Vertraulichkeitsziele bei Kommunika-
tionsdiensten ausgehend von den zu schiitzenden Gegenstanden (Kommu-
nikationsinhalte vs. Kommunikationsumstdnde) in Vertraulichkeit und
Verdecktheit (Kommunikationsinhalte) sowie Anonymitdt und Unbeo-
bachtbarkeit (Kommunikationsumstande) unterschieden (vgl. [Wo+00]).
Ziel der IT-Sicherheit ist die Erreichung von Schutzzielen trotz der Pra-
senz intelligenter Angreifer.

Bedrohungen, wie z. B. der Verlust der Vertraulichkeit, beschreiben Si-
tuationen oder Ereignisse, die die Sicherheit eines Systems potentiell be-
eintrachtigen. Unter Verwundbarkeiten von IT-Systemen werden Schwa-
chen der Systeme verstanden, die ausgenutzt werden kénnen, um IT-Si-
cherheitsverletzungen durchzufiihren. Bedrohungen sind das Ergebnis der
Ausnutzung einer oder mehrerer Verwundbarkeiten [Ba00]. Anleitungen,
Prozeduren bzw. Programme zur gezielten Ausnutzung von Verwundbar-
keiten werden als Exploits bezeichnet.

Die Kontrolle, Steuerung und Autorisierung von Zugriffen auf informa-
tionstechnische Ressourcen setzt die Existenz einer Sicherheitspolitik vor-
aus, die eine Menge von Regeln enthélt, die festlegen was erlaubt und was
verboten ist. Unter (IT-)Sicherheitsverletzungen, Angriffen, Attacken bzw.
Einbruchen (Intrusions) werden alle Aktionen oder Ereignisse verstanden,
die den Regeln der Sicherheitspolitik zuwiderlaufen. Diese vier Begriffe
werden in diesem Buch synonym verwendet.
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2.2 Sicherheitsmechanismen

Zur Durchsetzung der Schutzziele werden IT-Systeme mit Sicherheits-
bzw. Schutzmechanismen versehen. Eine grobe Unterteilung der Sicher-
heitsmechanismen unterscheidet zwischen

e préaventiven und

o reaktiven Verfahren.

Praventive Mechanismen realisieren Mafinahmen, die eine Beeintréchti-
gung von informationstechnischen Ressourcen verhindern. Verschiedene
praventive Verfahren zur Durchsetzung der Schutzziele sind in Tabelle 2-1
dargestellt. Praventive Mechanismen zur Gewéhrleistung der Vertraulich-
keit von Informationen sind z. B. Verschlisselungsverfahren, Zugriffs-
kontrollverfahren oder Zugangskontrollen wie Firewalls (vgl. [Eck02,
Sta03]). Angemerkt sei, dass Verfahren zur Prifung der Integritdt von In-
formationen, z. B. Digitale Signaturen, entsprechend dem verbreiteten In-
tegritatsbegriff (s. 0.) praventive Verfahren sind. Ihr Ziel ist es, zu ver-
hindern, dass Informationen unbemerkt unautorisiert modifiziert werden.

Tabelle 2-1. Beispiele flr praventive Sicherheitsmechanismen

Schutzziele Praventive Mechanismen

'Verschlusselungsverfahren, Zugriffskontrollverfahren, Zu-

Vertraulichkeit gangskontrollen (Firewalls)

Integritat Zugriffs- und Zugangskontrollverfahren, Digitale Signaturen
Verfiigbarkeit Zugriffs- und Zugangskontrollen, Redundante Auslegung von
Ressourcen
Digitale Signaturen, Protokollierung sicherheitsrelevanter Ak-

Zurechenbarkeit

tivitaten

Zum Schutz von IT-Systemen wurden bisher hauptsachlich préventive
Verfahren verwendet. Der rapide Zuwachs an Sicherheitsvorfallen macht
jedoch deutlich, dass durch préventive Sicherheitsmechanismen allein nur
ein gewisses MaR an Schutz geboten werden kann. Trotz verstérkter An-
wendung dieser Verfahren war in den letzten Jahren ein jahrlicher Anstieg
der beim US-amerikanischen CERT/CC (Computer Emergence Response
Team / Coordination Center) gemeldeten Vorfalle um mehr als 50% zu
beobachten (vgl. Abb. 2-1, [CE05])'. Praventive Mechanismen konnen

! Das CERT/CC bemerkt zu diesen Statistiken: ,,Given the widespread use of
automated attack tools, attacks against Internet-connected systems have become
so commonplace that counts of the number of incidents reported provide little
information with regard to assessing the scope and impact of attacks. Therefore,
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keinen Schutz vor missbrauchlichen Aktionen von autorisierten Nutzern,
so genannten Insidern (vgl. [S099]), bieten oder durch Verwundbarkeiten
aufgrund von fehlerhaften Implementierungen oder Konfigurationen in
Systemen umgangen werden (vgl. [Bi01]). Daher sind praventive Mecha-
nismen um reaktive Verfahren zu erganzen.

160000

140000 137529
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o

o

o

o
I

100000 -

80000 -

60000

Anzahl gemeldeter Vorfalle

40000 -
21756

20000 - °
250 406 773 1334 2340 2412 2573 2134 3734
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Jahr

Abb. 2-1. Entwicklung beim CERT/CC gemeldeter Sicherheitsvorfalle

Ziel reaktiver MalRnahmen ist die Begrenzung und Beseitigung von ver-
ursachten Schéden sowie die Identifikation verantwortlicher Akteure. Sie
sind Voraussetzung flr eine Bestrafung von Verantwortlichen oder der
Geltendmachung von Schadensersatzansprichen. Unter Umstanden wer-
den bei lhrer Umsetzung Abschreckungseffekte erreicht, die zusétzlich
praventiv wirken [S099, Go99]. Voraussetzung fiir reaktive MaRnahmen
ist eine zuverl&ssige Erkennung von Sicherheitsverletzungen. Zur automa-
tischen Erkennung von Sicherheitsverletzungen werden Intrusion-Detec-
tion-Systeme (IDS) [Ba00, Mc01] verwendet. Um die Mdglichkeiten der
Systeme zur automatischen Reaktion auf erkannte Attacken zu unterstrei-

as of 2004, we will no longer publish the number of incidents reported. Instead,
we will be working with others in the community to develop and report on
more meaningful metrics,...“ [CE05].
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chen, wird auch von Intrusion-Detection-and-Response-Systemen (IDRS)
gesprochen®.

2.3 Intrusion-Detection-Systeme

Ziel des Einsatzes von Intrusion-Detection-Systemen ist eine mdglichst
frihzeitige Erkennung von Angriffen, um den Schaden zu minimieren und
Angreifer identifizieren zu koénnen. Dariliber hinaus erlauben IDS das
Sammeln von Informationen tber neue Angriffstechniken, die zur Verbes-
serungen préaventiver MaRnahmen genutzt werden kdnnen. Dazu analysie-
ren IDS Daten Uber Ablaufe und Zustande von IT-Systemen. Im Folgen-
den wird der allgemeine Aufbau von IDS beschrieben.

Die Defense Advanced Research Projects Agency (DARPA) initiierte ein
Projekt, in dem die Kooperation von und Kommunikation zwischen ver-
schiedenen IDS bzw. IDRS ermdglicht werden sollte [Tu99]. Dadurch
sollte auch eine Wiederverwendung von IDS-Komponenten erreicht wer-
den. Ergebnis der Standardisierungsbemuihungen ist das Common Intru-
sion Detection Framework (CIDF) [Ka+98], das u. a. mégliche Architek-
turen von IDS beschreibt. Das CIDF sieht vier Arten von IDS-
Komponenten vor (vgl. Abb. 2-2):

¢ Ereigniskomponenten stellen Informationen (ber das zu schiitzende Sys-
tem bereit. Systemfunktionen zur Protokollierung sicherheitsrelevanter
Aktivitaten sind Beispiele fiir Ereigniskomponenten.

o Analysekomponenten realisieren die eigentliche Erkennung von Angrif-
fen und analysieren dazu die von den Ereigniskomponenten protokol-
lierten Informationen.

¢ Datenbankkomponenten speichern weitere zur Analyse erforderliche In-
formationen sowie Zwischenergebnisse.

e Reaktionskomponenten fuhren auf Veranlassung durch andere Kompo-
nenten Gegenmalinahmen durch.

Abb. 2-2 veranschaulicht exemplarisch eine mogliche Anordnung ver-
schiedener Komponenten sowie den Informationsaustausch zwischen ihnen.

LIn letzter Zeit sind viele kommerzielle Anbieter dazu Gibergegangen ihre IDS-
bzw. IDRS-Produkte als Intrusion-Prevention-Systeme (IPS) zu vermarkten. In
den meisten Fallen handelt es sich dabei um reaktive IDRS. Vereinzelt werden
auch praventive Zugangs- bzw. Zugriffskontrollsysteme (z.B. Firewalls) mit
diesem Schlagwort beworben. Wir verwenden diesen irrefiihrenden Begriff
nicht.
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Inspiriert durch die CIDF-Aktivitdt wurden zwischenzeitlich verschie-
dene Standardisierungsbemihungen der Intrusion Detection Working
Group (IDWG) der Internet Engineering Task Force (IETF) initiiert
[Tu99, Be01], deren Ziel es ist, Formate und Protokolle fiir den Informati-
onsaustausch zu entwickeln. Nachfolgend werden die Funktionen der ver-
schiedenen CIDF-Komponenten sowie verwendete Verfahren diskutiert.

Ereignis- Analyse- Reaktions-
komponente komponente komponente
| LYYy +T
| vV |
Ereignis- Analyse- Datenbank-
komponente komponente komponente

Abb. 2-2. Informationsaustausch verschiedener CIDF-Komponenten

2.3.1 Ereigniskomponenten und Audit

Voraussetzung fir eine automatische Erkennung von Sicherheitsverletzun-
gen ist die Aufzeichnung von Informationen (ber sicherheitsrelevante Ab-
laufe oder Zusténde des zu schiitzenden IT-Systems. Im Zusammenhang
mit diesen Verfahren wird der Begriff Audit mit verschiedenen Be-
deutungen verwendet. Verschiedene Autorengruppen [Pri97, S099, Bi03]
fassen unter diesem Begriff Verfahren

e zur Protokollierung,
e zur Analyse oder
o zur Protokollierung und Analyse

zusammen. Wir schliefen uns der ersten Gruppe an und verwenden den
Begriff Audit in diesem Buch allein fiir Verfahren zur Protokollierung von
sicherheitsrelevanten Ablaufen oder Zustanden von IT-Systemen.
Entscheidend fir die Mdglichkeiten und die Qualitat der Erkennung von
Sicherheitsverletzungen ist der Informationsgehalt der erhobenen Audit-
Daten. Andererseits muss die Menge gesammelter Informationen hand-
habbar bleiben. Das Problem, genligend aber nicht zuviel Audit-Daten zu
sammeln, wird etwas humorvoll beschrieben durch ,,You either die of
thirst, or you are allowed a drink from a fire hose ...” [Ax98]. Aus diesem
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Grund verfugen Audit-Funktionen von IT-Systemen typischerweise Uber
umfangreiche Konfigurationsmoglichkeiten, die es dem Systemadminis-
trator ermoglichen die Protokollierung an die Erfordernisse des Einsatz-
umgebung des Systems anzupassen. Prinzipiell kdnnen zwei Arten von
Audit unterschieden werden: zustandsbasiertes Audit und transitions- bzw.
aktionsbasiertes Audit (vgl. [Bi03]).

Beim zustandsbasierten Audit werden, typischerweise regelmafig, In-
formationen Uber den Zustand bzw. Uber Teilzustande des IT-Systems,
z. B. die Auslastung bestimmter Ressourcen, aufgezeichnet. Durch eine
spatere Analyse dieser Informationen werden die Zustande des I1T-Systems
als sicherheitskonform oder sicherheitsverletzend klassifiziert. Problema-
tisch bei diesem Ansatz ist, dass eine periodische vollstandige Aufzeich-
nung des Zustandes eines IT-Systems zu grof3en schwer handhabbaren Da-
tenmengen flhrt. Aus diesem Grund werden in der Praxis nur Informa-
tionen Uber kritische oder signifikante Teilzustdnde aufgezeichnet. Ein
Beispiel fur diese Vorgehensweise ist die regelméiige Protokollierung der
Auslastung eines Netzwerkes, eines Prozessors oder eines Pufferspeichers.

Ein transitions- bzw. aktionsbasierter Audit-Mechanismus zeichnet In-
formationen Uber sicherheitsrelevante Aktivitaten im I1T-System auf. Typi-
scherweise umfassen diese Informationen

wer,
wann,

welche Aktion,

wie (erfolgreich bzw. erfolglos)

ausgefiihrt hat sowie aktionsspezifische Zusatzinformationen wie z.B. Pa-
rameter (vgl. [S099]). Durch Analyse dieser Audit-Daten wird spéter ent-
schieden, ob durch die protokollierten Aktionen ein sicherheitskritischer
Systemzustand erreicht wurde. Beispiele fur (hauptsachlich) transitionsba-
siertes Audit sind die Audit-Funktionen der Betriebssysteme Solaris
[Sun02] und Windows NT / 2000 / XP [Ju+98] aber auch Netzmonitore
wie TCPDUMP [Ja+89]. Problematisch am transitionsbasierten Audit ist,
dass auf der Grundlage der Daten nicht in jedem Fall zuverldssig entschie-
den werden kann, ob ein sicherheitskritischer Zustand erreicht wurde. Dies
gilt insbesondere dann, wenn sich das IT-System bereits zu Beginn der
Protokollierung in einem kritischen Zustand befindet [Bi03]. Aus diesem
Grund wird h&ufig eine Kombination aus zustands- und transitionsbasier-
tem Audit realisiert.

Die protokollierten Informationen werden typischerweise als Audit-Re-
cords in einer zeitlich geordneten Sequenz organisiert, die als Audit-Trail
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bezeichnet wird. Unsere weiteren Betrachtungen gehen von folgenden sel-
ten explizit genannten jedoch (blichen Annahmen hinsichtlich der Audit-
Funktion des IT-Systems aus:

e Zu Beginn des transitionsbasierten Audits befand sich das zu schiitzende
System in einem zur Sicherheitspolitik konformen Zustand.

e Die Audit-Trail enthalt durch zustands- und transitionsbasiertes Audit
generierte Audit-Records.

¢ Die Audit-Records in der Audit-Trail sind zeitlich geordnet.

o Die Integritdt der Audit-Daten ist sichergestellt.

2.3.2 Analyse- und Datenbankkomponenten

Analysekomponenten fuhren die eigentliche Erkennung von Sicherheits-
verletzungen durch. Je nach verwendeter Analysetechnik werden dazu zu-
séatzliche Informationen verwendet, die in den Datenbankkomponenten or-
ganisiert werden. Mittels entsprechender Verfahren werden die in den Au-
dit-Daten dokumentierten Beobachtungen analysiert, um den Zustand des
tiberwachten Systems als sicherheitskonform oder sicherheitsverletzend zu
klassifizieren. Zur Diskussion und Bewertung dieser binaren Klassifikati-
onsverfahren werden typischerweise vier Werte herangezogen:

o Wahr-Positive (True Positives): Beobachtungen, die korrekt als positiv
(sicherheitsverletzend) klassifiziert wurden.

o Wahr-Negative (True Negatives): Beobachtungen, die korrekt als nega-
tiv (sicherheitskonform) klassifiziert wurden.

o Falsch-Positive (False Positives): Beobachtungen, die inkorrekt als po-
sitiv (sicherheitsverletzend) klassifiziert wurden.

e Falsch-Negative (False Negatives): Beobachtungen, die inkorrekt als
negativ (sicherheitskonform) klassifiziert wurden.

Insbesondere werden die Haufigkeiten bzw. Raten inkorrekter Klassifika-
tionsergebnisse betrachtet. Falsch-Positive von IDS beschreiben Fehl-
alarme, also sicherheitskonforme Zusténde, die als Sicherheitsverletzungen
angezeigt wurden. Falsch-Negative stellen Sicherheitsverletzungen dar, die
nicht als solche erkannt wurden.

Es existieren zwei allgemeine Analysetechniken zur Einbruchserken-
nung, die sich sowohl in der Vorgehensweise als auch durch die verwen-
deten Referenzinformationen unterscheiden:



