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Preface

I have always loved futuristic science fiction films and TV series. As a child, I remember
fondly watching Star Trek and Star Wars with my dad most evenings after school. You
name it, if it was set in the future, I probably watched it.

But these days, it is not the lasers or spaceships that I marvel at. Being a software
developer, it is the glowing, floating futuristic-looking computer interfaces that spark my
imagination. It seems in some distant future we are destined to shed our monitors, mice,
and keyboards and replace them with floating transparent holograms using only our
hands to interact with them.

Having followed Augmented Reality very closely for some time, I believe that future
is already here, and to prove it, I will show you how to build the interfaces of tomorrow,
today. As .NET developers, we have the enviable ability to develop apps for a wide range
of uses including Windows, web, console, cloud, serverless, ML, Al, mobile, and now
Augmented Reality.

I'm very excited to share how you and fellow .NET developers can use .NET and
C# to create amazing apps that use Augmented Reality to open up a new world of
possibilities, to be at the forefront of unique AR experiences that will take the world by
storm.



Introduction

Welcome to the start of your journey into the exciting world of Augmented Reality
development.

Being a .NET developer and iPhone user for many years, I was shocked when I
accidentally stumbled onto the Augmented Reality functionality that .NET developers
can target and leverage to create fantastic user experiences; I was amazed that more
.NET developers weren’t using the techniques outlined in this book to create their
own AR apps for their own iOS devices, especially at a time when Augmented Reality
is becoming increasingly popular in our society and adopted by a growing number of
industries and markets.

In fact, I was so impressed by the possibilities that Augmented Reality offers .NET
developers that I started experimenting with it as much as possible, as well as discussing
it at .NET user groups around the country to show fellow .NET developers the kind of
experiences they could achieve.

But I didn't stop there, I wondered how else I could reach even more .NET
developers to share with them this new way of creating immersive user experiences. I
even wondered if I could write a book introducing the concept of .NET: this book. And if
you are reading this, you are interested in learning how to create the next generation of
Augmented Reality user experiences and have come to the right place.

Before we get stuck into coding and creating, it is worth giving you an overview of
Augmented Reality and how to use this book.

What Is Augmented Reality?

Augmented Reality (or AR for short) is the process of a computer program or mobile
app making something appear in your immediate (real-world) environment that isn’t
actually there. That object’s position is maintained in the real world and as you move
around and change your perspective.
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INTRODUCTION

All of the major technology companies are finding uses for Augmented Reality including
Facebook, Apple, Google, and Microsoft. At the time of writing, if you Google “tiger” on a
mobile device, you are presented with a screen where if you press “View in 3D,” you can
view the animal in Augmented Reality as shown in the image on the right in Figure 1.

Q. tiger x
ALL IMAGES MAPS VIDEQS NEWS
Tiger
Animal

OVERVIEW LOWER CLASSIFICATIONS

The tiger is the largest extant cat species and a
member of the genus Panthera. It is most
recognisable for its dark vertical stripes on orange-
brown fur with a lighter underside. It is an apex
predator, primarily preying on ungulates such as
deer and wild boar. Wikipedia

Meet a life-sized
Bengal tiger up
close

@ Viewin 3D

Figure 1. Augmented reality is becoming increasingly popular

Augmented Reality isn’t to be confused with Virtual Reality (or VR for short), where
you wear a headset that completely occludes your vision and everything you see is a
product of the running computer program or mobile app.

One of the most popular VR devices on the market is Facebook’s Oculus range of
devices with perhaps their most popular VR game being Beat Saber where one must use
slice cubes that are approaching the player in VR to the rhythm of the music.

For completion, you may also have heard the terms XR (Extended Reality) and MR
(Mixed Reality) previously. These terms are generally referring to both Augmented and
Virtual Reality. We won’t use or discuss the terms XR and MR further in this book; you
may just be interested to know that those terms encompass both AR and VR.
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INTRODUCTION

Who Is This Book For?

This book is for .NET developers that want to use C# and Xamarin to create Augmented
Reality apps for their iOS devices. While experience with Xamarin cross-platform apps
and Visual Studio for Mac is helpful, it is not necessary, as we will cover the environment
setup and basic concepts early on.

You may already be familiar with Augmented Reality, you may just be curious
to learn more about what is possible with it, or you may already have an idea for an
Augmented Reality app that you wish to create.

The only thing you need is your imagination.

How to Read This Book

This book has been written to introduce you to the fundamental building blocks and
concepts used to create Augmented Reality experiences, then show how these can be
combined together, then move on to explain more advanced concepts. At each stage,
code samples are provided to allow you to experiment for yourself the concept being
described.

While I encourage you to understand each topic before moving on to the next, rest
assured most code samples are stand-alone and can be run without previous code
samples. So if you want to try out image detection before fully understanding how to
work with simple geometries, feel free to do so.

Code Samples

Code samples in this book have been written with clarity in mind. I'm sure in most
cases the code could be optimized or better structured. They have been written to aid
understanding and may not be the same code I would necessarily recommend be used
for production.

Code samples can also be found in the source code for the companion app on
GitHub.
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INTRODUCTION

Companion App

All of the example functionality described in this book including face detection, 3D
models, and so on can be experienced using the free companion app available in the i0S
App Store as shown in Figure 2. The code for the companion app itself is in GitHub so
that you can clone it to your computer and play around with the code yourself.

AR Samples

AR

A Saat,
WER ARNCE Lamarn ard CB

AR

Examples

Figure 2. Example ARKit functionality is shown in the companion app
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The Rise of Augmented Reality

The rise of Augmented Reality has been a slow but steady one. That’s not necessarily a
bad thing given how Virtual Reality has suffered from being overhyped for over a decade
and only recently delivering what it originally promised.

The slow adoption of Augmented Reality on the other hand has been relative to the
increasing sophistication of our mobile devices, especially their processors and cameras. It
is not uncommon for some mobile phones to boast three or four different cameras, some
of which can determine the depth of field of what they are being directed at. Those cameras
along with increasingly powerful processors are continually helping make Augmented
Reality environments more accurate and allowing increasingly advanced experiences.

It isn’t surprising then that a number of Augmented Reality frameworks allowing
developers to leverage these devices have sprung up, the most common being ARCore
for Android and ARKit for iOS.

You need only look at the popularity of one of the very first A ugmented Reality
games, Pokémon Go, that launched in 2016 which made over 30 billion (yes, billion)
dollars for evidence that the general public are not only willing to embrace Augmented
Reality but they desire to and are willing to pay to do so.

ARKit

In 2017, Apple introduced its Augmented Reality framework ARKit to the world and has
been improving it every year since. ARKit makes use of your device’s camera, gyroscope,
and accelerometer to determine the direction your device is pointing and the differences
between camera frames so it can maintain the Augmented Reality experience.

ARKit 1.0 (September 2017)

ARKit was first introduced in iOS 11.0 with the ability to track the world and environment
around the user. This initial release also allowed for face tracking and horizontal plane
detection.

ARKit 1.5 (March 2018)

In their first ARKit update in iOS 11.3, Apple added the much requested ability to detect
vertical planes such as walls as well as simple image recognition.
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ARKit 2.0 (September 2018)

Later that year in iOS 12 ARKit was extended to allow 3D object recognition as well as
scene persistence and sharing.

ARKit 3.0 (September 2019)

In iOS 13 Apple added support for people occlusion, multiple face tracking, as well as
human body tracking.

ARKit 3.5 (March 2020)

In iOS 13.4 Apple added LiDAR scanning to iPad Pro devices improving plane detection
as well as introducing Scene Geometry allowing users to create topological maps of their
surroundings and even use semantic classification which can identify everyday objects
such as chairs and tables. Though this is just for iPad Pro at the time of writing, it may be
supported by future versions of iPhone and is rumored to be in iPhone 12.

Augmented Reality for .NET Developers Using
Xamarin

Until fairly recently, if you wanted to create a native Augmented Reality app for iOS using
ARKit, you would have to write it in Objective-C or Swift using Xcode.

Note: This book covers Augmented Reality development using Xamarin and ARKit
which is Apple’s Augmented Reality framework. This is not to be confused with ARCore
which is Android’s Augmented Reality framework.

A company called Xamarin (founded in 2011), seeing how people wanted to develop
mobile apps for different platforms, created a framework called Mono which allowed C#
developers to write C# code and produce apps able to run on macOS, Linux, Android,
and iOS.

So popular was Xamarin in fact that in February 2016 Microsoft came along and
acquired them and ported ARKit (among other frameworks) to .NET. Soon after that
Microsoft made it possible for NET developers to use Visual Studio for Mac, Xamarin,
and ARKit to create Augmented Reality applications and deploy them to iOS devices.
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Interestingly while this is a fantastic way to allow .NET developers to create
Augmented Reality i0S apps using C#, there aren’t many people doing it just yet. On the
upside, you can be one of the first .NET developers to create and share some amazing AR
experiences; on the downside, most of the ARKit code samples you will find online will
be in Objective-C or Swift, and it can take a slight bit of head-scratching to work out how
to do the same thing in .NET.

This is where this book comes in (I have spent many an hour translating Swift ARKit
examples to C# so you don’t have to). You're welcome.

The Future of Augmented Reality

We are on the verge of an Augmented Reality revolution. While we are currently
addicted to our little black screens to get our daily dose of news, social interaction, and
entertainment, they will soon be replaced by Augmented Reality experiences.

Admittedly these Augmented Reality experiences are currently predominantly on
our mobile devices; however, there are an ever-increasing number of manufacturers
producing Augmented Reality headsets that will soon flood the market. It is therefore
only logical that there will be a large demand of Augmented Reality software
development and experiences needed to operate on these headsets.

Once businesses, marketers, and entrepreneurs start to realize the potential and
leverage the power of Augmented Reality, we will see a gold rush of Augmented Reality
experiences. Believe me, you want to be on the ground floor, build your AR skills, and
ride the rocket that will be Augmented Reality development.

Summary

We discussed Augmented Reality and how you can use your existing knowledge of
C# and .NET along with the ARKit framework to create your own Augmented Reality
experiences. We discussed just how exciting the future of Augmented Reality is going to
be, especially for us .NET developers who get to create experiences for them.

So now that you can’t wait to start producing Augmented Reality experiences, you'll
want to check out the next chapter, “Setting Up Your Environment,” which will tell you
exactly what you need to do to get started as quickly as possible.
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