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Foreword 1

I have to admit that tweaking parameters by hand was something that

I really enjoyed when I trained my first ML models. I would change a
parameter, run my training script, and wait to see if the evaluation score
improved. One of those guilty pleasures.

But as I spent more time in the ML world, I understood that there are
other, more impactful areas where I could spend my time. I realized that I
could (and should) outsource parameter tweaking somewhere.

Ilearned about random search and started using it in my projects. At
some point, I feltI could do better than random search and started reading
about more advanced hyperparameter optimization algorithms and
libraries.

A lot of articles I found where pretty shallow and basic, but I remember
reading this deep, hands-on yet easy-to-follow article about Hyperopt, one
of the most popular HPO libraries. It was written by Tanay Agrawal. That
article probably still is one of the more valuable articles I've ever read on
the subject. I mentioned it in one of my blog posts and this is how we met.

When Tanay told me that he was writing a book about hyperparameter
optimization, without hesitation, I proposed to review it. I am not going
to lie, I really wanted to read it before anyone else! To my surprise, Tanay
agreed and [ was able to give a few notes here and there.

This book truly is a deep dive into the theory and practice of
hyperparameter optimization. I really like how it explains theory deeply
but not in an overly complex way. The practical examples are centered on
the libraries and frameworks that are heavily used today, which makes this
book current and, most importantly, useful.



FOREWORD 1

I recommend this book to any ML practitioner who wants to go
beyond the basics and learn the why, how, and what of hyperparameter
optimization.

Jakub Czakon
Senior Data Scientist
Neptune.ai



Foreword 2

In this book, Tanay takes you on an interactive journey—in the most literal
sense, as each line of code can be run in a notebook—of the depths of
hyperparameters. It helps anyone to quickly get started on tuning and
improving their deep learning project with any library they choose to use.

The author mindfully covers the inner workings of hyperparameters in
ML models in a thorough but accessible fashion, which will allow you to
understand and build upon them using different libraries. The book also
demystifies the blackest of the black box: hyperparameter optimization in
automated machine learning.

It’s a friendly guide to a complicated subject, and yet it’s full of
cutting-edge gems that even advanced practitioners will love.

Akruti Acharya
Data Scientist
Curl HG
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Introduction

Choosing the right hyperparameters when building a machine learning
model is one of the biggest problems faced by data science practitioners.
This book is a guide to hyperparameter optimization (HPO). It starts from
the very basic definition of hyperparameter and takes you all the way to
building your own AutoML script using advance HPO techniques. This
book is intended for both students and data science professionals.

The book consists of five chapters. Chapter 1 helps you to build an
understanding of how hyperparameters affect the overall process of
model building. It teaches the importance of HPO. Chapter 2 introduces
basic and easy-to-implement HPO methods. Chapter 3 takes you through
various techniques to tackle time and memory constraints. Chapters 4
and 5 discuss Bayesian optimization, related libraries, and AutoML.

The intent of this book is for readers to gain an understanding of
the HPO concepts in an intuitive as well as practical manner, with code
implementation provided for each section. I hope you enjoy it.

Xix



CHAPTER 1

Introduction to
Hyperparameters

Artificial intelligence (AI) is suddenly everywhere, transforming everything
from business analytics, the healthcare sector, and the automobile
industry to various platforms that you may enjoy in your day-to-day life,
such as social media, gaming, and the wide spectrum of the entertainment
industry. Planning to watch a movie on a video-streaming app but can’t
decide which movie to watch? With the assistance of Al, you might end up
watching one of the recommendations that are based on your past movie
selections.

Machine learning is a subset of Al that involves algorithms learning
from previous experiences. In some cases, machine learning has achieved
human-level accuracy. For example, state-of-the-art deep neural networks
(DNNs) perform as well as humans in certain tasks, such as image
classification, object detection, and so forth, although this is not the same
as simulating human intelligence (but it’s a step).

In machine learning algorithms, tuning hyperparameters is one
of the important aspects in building efficient models. In this chapter
you'll discover the meaning of the term hyperparameter and learn how
hyperparameters affect the overall process of building machine learning
models.

© Tanay Agrawal 2021 1
T. Agrawal, Hyperparameter Optimization in Machine Learning,
https://doi.org/10.1007/978-1-4842-6579-6_1


https://doi.org/10.1007/978-1-4842-6579-6_1#DOI

CHAPTER 1  INTRODUCTION TO HYPERPARAMETERS

Introduction to Machine Learning

Machine learning is the study of algorithms which perform a task without
explicitly defining the code to perform it, instead using data to learn.
Machine learning enables algorithms to learn on their own without human
intervention.
Tom M. Mitchell, a computer scientist and, at the time of writing,
a professor at Carnegie Mellon University, defines machine learning
as follows: “A computer program is said to learn from experience E
with respect to some class of tasks T and performance measure P if its
performance at tasks in 7, as measured by P, improves with experience E”
Machine learning algorithms have several subdivisions based on the
type of problem that needs to be solved. Here I will introduce you to three
main types:

o Supervised machine learning algorithms: Labeled
data is provided, we build a model over it to predict
such labels given variables. As an example, suppose
you want to purchase a spaceship. Several factors
would help you to decide which spaceship to buy:
cost, size of spaceship, build quality, whether it has
hyperdrive, its weaponry system, and so on. Now we
have data of hundreds of spaceships with such feature
information and their price, so we build a model and
predict the price. This comes under the regression
problem. Regression problems have continuous target
values, and if the target values are discrete, we call
them classification problems. A third type of problem
features time-stamps, time series forecasting, where
the next data point is somewhat dependent on the
previous information, so your algorithm needs to keep
in memory information from the previous data points.



CHAPTER 1  INTRODUCTION TO HYPERPARAMETERS

The image on the left in Figure 1-1-1 is an example of a
classification problem. We need labeled data in order
to learn to draw a seperation between them.

o Unsupervised machine learning algorithms: These
kinds of problems do not have a target value. Suppose
you have to group the hypothetical spaceships in
clusters according to their features; you would use a
clustering algorithm to do so. Unsupervised machine
learning is used to detect patterns among the dataset.
You don’t know which cluster is which, but you do
know that all the spaceships in one cluster are similar
to each other; the right image in Figure 1-1-1 shows an

example.
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Figure 1-1-1. Examples of supervised machine learning (left) and
unsupervised machine learning (right)

e Reinforcement machine learning algorithms: A
reinforcement machine learning algorithm learns from
the environment; if it performs well, it gets a reward,
and the goal is to maximize the reward. For example,
consider the Chrome “running dinosaur” game (go to
chrome://dino/ and press the spacebar). The dinosaur



CHAPTER 1

There’s a lot more to machine learning. You need to be familiar with the
basics of machine learning before jumping into hyperparameters and their
optimization methodologies. If you are new to machine learning or if you
want to brush up on the basic concepts, refer to Appendix I and Appendix
I1. Appendix I covers practical application of machine learning and some of
its basic aspects. Appendix II gives you a brief introduction to fully connected
neural networks and the PyTorch and Keras frameworks for implementation.

INTRODUCTION TO HYPERPARAMETERS

continuously runs toward obstacles. To increase your
score, you have to press the spacebar at the precise
time to make the dinosaur jump over the obstacles.
Here those points are the reward and jumping is the
variable that needs to be decided at the right time.

In problems like this, we use reinforcement machine
learning algorithms. The Q-learning algorithm is

one example of a reinforcement machine learning
algorithm. One of the most brilliant applications of
reinforcement machine learning is a robot learning to
walk through trial and error.

Understanding Hyperparameters

There are two kinds of variables when dealing with machine learning

algorithms, depicted in Figure 1-2-1:

Parameters: These are the parameters that the
algorithm tunes according to dataset that is provided
(you don’t have a say in that tuning)

Hyperparameters: These are the higher-level
parameters that you set manually before starting the
training, which are based on properties such as the
characteristics of the data and the capacity of the
algorithm to learn



