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“People involved in the theory and practice of education are urgently looking for 
insights from neuroscience. At last here is a source book that presents state of the 
art knowledge and reflects critically on how this knowledge can be used to improve 
teaching and learning. From language and maths to emotion and self-control, this 
volume offers inspiring reviews of studies that are the first fruits from a hopeful 
merger between education and neuroscience.”

Uta Frith, Emeritus Professor of Cognitive Development, 
UCL Institute of Cognitive Neuroscience

In recent years, important strides have been made in realizing the potential of 
neuroscience to make meaningful contributions in the field of education. Educational 
Neuroscience presents a key reference source for students, educators, policy 
makers, and educational and developmental psychologists interested in bridging 
the gap between the biological basis of learning and the delivery of education 
in the classroom. An overview of the latest finding in developmental cognitive 
neurosciences and their possible applications to education is provided, with 
individual chapters written collaboratively by educationalists, psychologists, and 
neuroscientists to ensure maximum clarity and relevance to a broad range of readers. 

Topics and themes include neuroscience and educational methodologies, 
language and mathematical development, literacy, and various skills associated 
with conceptual, social, and emotional development. Educational Neuroscience 
offers important insights into the current state of research findings related to the 
interactions between biological processes and education while paving the way to 
new frontiers and directions in learning and teaching.
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Preface

Educational Neuroscience is intended as a reference tool for use by active 
researchers and practitioners alike. It reflects the activities of the Centre for 
Educational Neuroscience (CEN), a joint venture between Birkbeck University 
of London, University College London, and the Institute of Education, all based 
in Central London. We are very grateful to these institutions for their continuing 
support of the CEN, whose mission is not just to further our understanding of 
how neural and biological processes can help understand learning in the class-
room, but also to ensure that there is a real dialogue between educational prac-
titioners and basic science researchers. We are also grateful to the following 
individuals for their help in reading and fine-tuning the chapters within this 
volume: Caspar Addyman, Gizelle Anzures, Jasmine Cockcroft, Teodora Gliga, 
Victoria Knowland, Nick Lange, Manuela Mielke, Greg Pascoe, Daisy Powell, 
Angelica Ronald, Michael Thomas, and Rachel Wu.



Foreword: Imaging the Future

Michael I. Posner

It is the goal of this book to summarize the methods employed and the evidence 
so far collected to support educational neuroscience. Each chapter deals with 
infancy, childhood, and adult education. A foreword, however, is free to attempt 
to imagine an educational system that may never really exist, but could be rea-
sonably implied by what is already known. Below I have tried to help the reader 
separate fantasy from reality by using real references to mark what has actually 
taken place and separate it from what I think might someday happen.

One could imagine young parents taking their 10-month-old daughter to the 
pediatric specialist for an educational checkup. Records of electrical activity at 
the scalp are taken to see how well native phonemes are solidifying their repre-
sentation in the brain (Guttorm et al., 2005; Molfese, 2000). At the same time 
Mandarin phonemes are studied to see if the parents’ goal of preparing their 
daughter for a Chinese emersion school is likely to be worthwhile (Kuhl, 1994; 
Kuhl, Tsao, & Liu, 2003). A new robot tutor is available to help the family reach 
their goal. Entry to school might depend upon having developed a strong enough 
phonemic organization to support learning to read. To obtain more information 
on this the reader should examine the chapters by Victoria Knowland and Chris 
Donlan, as well as Liory Fern-Pollak and Jackie Masterson, on language and 
literacy. These chapters may help you decide how likely these events are.

A research laboratory at the NATO center for brain and education has released 
a new report comparing English children with Chinese children in the brain 
mechanisms involved in simple number comparison with Arabic digits. It has 
previously been found that English-speaking and Chinese-speaking adults, 
equally familiar with Arabic digits, use entirely different brain pathways to make 
simple numerical comparisons (Tang et al., 2006). The new functional magnetic 
resonance imaging (fMRI) study, not yet conducted, could show that following 
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extensive exposure to special lessons adapted from Chinese classrooms, English-
speaking children use the Chinese pathways. Could such studies lead to changes 
designed to raise success and to close the achievement gap between Asian and 
Western children? To find out whether this could work, even in theory, read 
Butterworth and Varma on mathematical development.

There has been widespread panic about increases in the prevalence of autism 
and attention deficit hyperactivity disorder (ADHD) in the United States of 
America. There is also worry among the parents of typically developing children 
that in the digital age their child will not be able to resist distraction and focus 
on their school subjects. Research has discovered specific attention networks 
that underlie our ability to focus attention on sensory information as is needed 
in reading and arithmetic (Posner & Rothbart, 2007). One of these attention net-
works, involved in orienting to sensory stimuli, is disrupted in children with 
autism (Townsend, Keehn, & Westerfield, 2011) but not in children with ADHD 
(Johnson et al., 2008). ADHD children have shown deficits in other attention 
networks involved in alerting and voluntary control of responses (Johnson et al., 
2008). Moreover, the connectivity of the network involved in voluntary control 
of response is also important in control of emotion and of the social world. 
Chapters by Blakemore and colleagues and Jones show how important such con-
trols are to the development of children.

Research to be published shortly by the London Center for Educational 
Neuroscience has shown that the different attention networks can be suppressed 
or enhanced with drugs that influence the chemicals that modulate them. 
However, drugs might not be the only or even the best alternative. A number of 
recent studies of children with ADHD and those developing typically have 
improved aspects of their attention by training exercises that might use com-
puters or live classroom instruction (Diamond, Barnett, Thomas, & Munro, 
2007; Klingberg, 2011; Rueda, Rothbart, McCandliss, Saccamanno, & Posner, 
2005). It is not yet known whether such training really makes a long term 
improvement in disorders such as ADHD, or whether strengthening of attention 
networks can prevent disorders and improve performance in schools. We can 
imagine a future where it is possible to tailor these exercises to enhance the 
performance of all children and perhaps to close achievement differences based 
on social class. Background for these ideas can be obtained by reading the 
chapter by Michelle de Haan.

An important development in cognitive science is that concepts based on clear 
rules are often less important in human thinking than fuzzy sets in which semantic 
categories are represented by typical instances (Rosch, 1975). The consequences 
of such categories have been elaborated and applied to a wide range of human 
thought through the study of metaphorical thinking (Lakoff & Johnson, 2003). 
Imaging has begun to explore the neural basis of how the brain supports Roschian 
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concepts and metaphorical thinking. Expertise in a large number of domains pro-
duces activation of a posterior brain area related to the visual system, which can 
automatically deal with relevant written words. Many humans are experts in face 
perception (Kanwisher, 2000) and most are in reading (McCandliss, Cohen, & 
Dehaene, 2003). These activate parts of the fusiform gyrus, which plays a crucial 
role in both fluent face recognition and reading. As new skills are learned they can 
also develop such areas and allow the person to automatically interpret new input in 
light of old knowledge (Posner 2013, in press; Righi, Tarr, & Kingon, in press; 
Tanaka & Curran, 2001). The study of the brain mechanisms of experts may help us 
determine if a given teaching method is establishing genuine expertise. The chapter 
by Jonathan Fugelsang and Denis Mareschal provides the background by discussing 
the importance of training in conceptual thinking and reasoning in science.

To foster the development of an educational system related to neuroscience it 
will be important for the next generation of educational researchers to under-
stand the methods and ways of thinking in neuroscience. Neuroscience results 
do not dictate curricular development; rather, they require creative application 
by designers to synthesize the results into appropriate curricula. To do this 
means understanding how neuroscience ideas (Fred Dick and colleagues, 
Chapter 2) are brought together in the formation of computational models 
(Michael Thomas and Diana Laurillard, Chapter 3), and in addition how those 
neural networks that are common to all  people relate to network efficiency, 
which differs among individuals and within individuals from time to time. 
Genetic variations in interaction with the environment are one of the influences 
on such individual differences (Chapter 4, Yulia Kovas and colleagues). As a link 
to curricular development, education researchers need to know how to study 
and evaluate preliminary designs of educational interventions to see which can 
be integrated into the overall curriculum (Chapter 5, Andy Tolmie).

Although not all of these educational applications of neuroscience may come 
to pass, I hope this book will play a role in conveying the exciting present and 
future possibilities of educational neuroscience.
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Chapter 1

The Nature of the Discipline

Education is about enhancing learning, and neuroscience is about understanding 
the mental processes involved in learning. This common ground suggests a future 
in which educational practice can be transformed by science, just as medical 
 practice was transformed by science about a century ago.

Report by the Royal Society, UK, 2011

The mission statement of the Centre for Educational Neuroscience in London, 
the affiliation of all but two of the lead authors in this book, states how this 
transformation can be brought about:

What: Our vision is to bring together three previously distinct disciplines 
 [education, psychology and neuroscience] – to focus on a specific common 
problem: how to promote better learning. This will mean building a new 
scientific community and a new discipline, educational neuroscience.

Why: We now understand better how learning organizes and reorganizes the 
brain, but there is very little research so far that has had an impact on 
educational delivery. What is lacking is a body of researchers who are expert 
in education, psychology, and neuroscience, and to create these researchers is 
a primary aim of the project.

Introduction
Brian Butterworth and Andy Tolmie
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How: We believe we can do this by building on existing research collaborations and 
creating new initial training, post-graduate research, and continuing professional 
development opportunities for becoming expert in educational neuroscience.

Impact: Bringing education, psychology, and neuroscience together can help in 
designing better learning environments through the lifespan, and this will 
lead to more fulfilled and more effective learners.

Three Disciplines: Education, Psychology, Neuroscience

The goal of educational neuroscience is to work out how all learners can be 
helped to achieve their learning potentials and to make learning more effective 
for all learners. This has meant in practice that education seeks answers to two 
main questions.

What are the sources of individual differences in learning?
What are the optimal contexts for the learner?

In an attempt to answer these questions, educational neuroscience has evolved through 
three key phases of enquiry, which we discus in turn below. See Figure 1.1.

Phase 1. Education and psychology

Prior to the emergence of educational neuroscience as a separate discipline, in 
what we call Phase 1, educational research had a long history of collaboration with 

Phase 1 Education Psychology

Phase 2 Psychology Neuroscience

Phase 3 Education Psychology Neuroscience

Figure 1.1 Three phases in the emergence of educational neuroscience.
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 psychology in trying to achieve these goals. This is especially true in curriculum 
 relevant areas such as learning to read and learning mathematics. Psychology first 
pointed to two main sources of individual differences in learning. First, there were 
differences in intrinsic cognitive capacity, for example as measured by IQ tests 
or  tests of working memory, and more recently differences in cognitive styles. 
Another approach has revealed evidence for domain-specific cognitive differ-
ences in  language acquisition (see Chapter 6), learning to read (see Chapter 7) and 
learning arithmetic (see Chapter 8). Second, psychological as well as sociological 
studies revealed experiential sources of individual variation, for example differ-
ences in home environment using socioeconomic status or parental education as 
proxy measures (e.g., Melhuish et al., 2008). Finally, with regard to optimal 
learning contexts, psychology has provided methodologies for investigating and 
comparing teaching methods, but it has also made proposals, mostly for mathe-
matics and reading, and to some extent for science.

In mathematics, there was the classic debate between Thorndike and Brownell. 
In The Psychology of Arithmetic, Thorndike (1922) took ideas from associationist 
theories of psychology, and emphasized drilling simple number bonds. In the 
1930s, Brownell, in several important papers, applied psychological ideas about 
meaningful practice to how math should be taught. In the 1950s and 1960s, Piaget’s 
“constructivist” theories about the nature of cognitive development were very 
influential. Constructivism emphasizes the child’s construction of new schemas 
(accommodation) when new stimuli cannot be understood using existing schemas 
(see Chapter 8).

In the case of learning to read, perhaps the most striking impact of psychology 
is in differentiating dyslexic learners from other learners. Here careful 
psychological assessment revealed that some children found it hard to learn to 
read despite good vision, high general intelligence, appropriate teaching, and 
supportive home environment. Critically, it was found that dyslexic learners suf-
fered from a deficit in analyzing the phonological structure of their language and 
indeed that phonological training could help (Bradley & Bryant, 1978).

Nevertheless, the debate continues as to whether there is a single underlying 
phenotype (Elliott, 2005) or whether there are a variety of separable causes of 
delays and differences in learning to read. Much ink has been spilled in the 
so-called “reading wars” about which method of teaching reading is most effec-
tive. Evidence, until recently, has been entirely based on psychological studies of 
reading performance. On one side, there are those who have proposed the whole-
word or whole-language method, in which letter–sound associations are not 
drilled, but rather children are encouraged to recognize whole words, sound 
them out, and interpret them. On the other side, there is phonics, based precisely 
on drilling letter–sound correspondences (Ehri, Nunes, Stahl, & Willows, 2001) 
Unfortunately, many proponents of the two approaches appear to have a political 
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agenda in which left-leaning child-centered proponents prefer the former, and 
conservative exam-focused proponents prefer the  latter. Of course, in an orthog-
raphy such as English, with many irregular and exceptional pronunciations, the 
learner needs to have a grasp of both letter–sound correspondences and whole-
word pronunciations and meanings. Learners certainly need to know that pint is 
not pronounced to rhyme with print. It may be that it will be helpful for the 
teacher to encourage the learner to recognize whole letter strings, rather than 
simply insist on sounding out the letters. Nevertheless, children can and do learn 
to read irregular and exception words by “self-teaching”: that is, by using context 
to figure out what must be meant and thereby get a plausible pronunciation of 
pint, which will then be stored in the mental lexicon of meaningful letter strings 
(Share, 1995).

Phase 2. Psychology and neuroscience

This phase is characterized by the collaboration between neuroscience and the 
cognitive, affective, and developmental branches of psychology, to create 
cognitive neuroscience. In the course of this collaboration, questions arising 
from education were raised, notably in the neural basis of reading and its disor-
ders, and in mathematics and its disorders, but also in more general issues of 
attention, executive function, and memory.

The neural underpinnings of cognition and learning in particular have also 
been the subject of studies of neurological patients. This is perhaps most striking 
in the case of learning and memory, where selective deficits in patients revealed 
much about the structure of memory, distinguishing short from long-term 
memory, declarative from procedural memory, encoding from retrieval, and so 
on. Even the first steps in revealing the neural bases of curriculum-relevant 
cognitive processes owe much to the study of patients. The identification of 
selective reading and spelling problems and evidence for their neural basis dates 
back to Dejerine in 1892, and modern multiroute models of normal reading 
were due initially to studies of patients (see Shallice, 1988, for the classic account). 
Similarly, the basic anatomy and functional organization of mathematical cogni-
tion was identified from studies of selective deficits in patients (Caramazza & 
McCloskey, 1987; Dehaene & Cohen, 1995; Warrington, 1982).

However, the critical impetus for the most relevant aspect of neuroscience for 
education, cognitive neuroscience, came with availability of in vivo imaging of 
neural processes as they happened (see Chapter 2 for a discussion of these meth-
odologies). Neuroimaging has revealed important aspects of domain-general 
cognitive processes, such as performance on IQ tests, even the developmental 
trajectory of verbal and non-verbal IQ (Ramsden et al., 2011) and the neural 
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basis of verbal working memory (Paulesu, Frith, & Frackowiak, 1993) and 
spatial working memory (Petrides, 2000; van Asselen et al., 2006). Other 
domain-general  capacities that contribute to individual differences, such as 
attention and goal-directed behavior, social and emotional development are 
now better understood from neuroimaging studies (see Chapter 2). The 
capacity to understand other minds has also become clearer (see Frith, 2007, 
and Chapter 10).

Advances have also been made in curriculum-relevant cognitive capacities. 
For example, the reading network in the brain as revealed by neuroimaging 
clearly links visual recognition in the inferior temporal region with speech in the 
inferior frontal gyrus and with word meanings in the middle temporal lobe. This 
has enabled a better understanding of individual differences in the ability to 
learn to read in dyslexia. This has been shown to be related to abnormalities 
in  this network: decreased activation in the left inferior temporal region 
(Paulesu et al., 2001) and abnormal structure in the left middle temporal lobe 
(Silani et al., 2005). These findings may help to resolve the skepticism that still 
surrounds the classification of learners as dyslexics.

Note that, without neuroimaging, it might be thought that learning different 
orthographies, such as alphabetic English or Italian as compared with 
 character-based Chinese or Japanese, might depend on very different neural cir-
cuits. However, we now know from neuroimaging that all orthographies depend 
on similar neural networks (Dehaene, 2009) and indeed that dyslexia is due to 
similar neural abnormalities (Paulesu et al., 2001).

It has now become feasible to carry out large-scale studies of the development 
of the brain, and to understand better the genetic and environmental factors that 
affect it.

Phase 3. Emergence of educational neuroscience

Phase 3 is where we are now: we are seeking to use neuroscience to inform 
educational practice as a way to improve learning. In 1997, John Bruer famously 
argued that this was “a bridge too far.”

Currently, we do not know enough about brain development and neural function 
to link that understanding directly, in any meaningful, defensible way to 
instruction and educational practice. … There is a well-established bridge, now 
nearly 50 years old, between education and cognitive psychology. There is a sec-
ond bridge, only around 10 years old, between cognitive psychology and neuro-
science. This newer bridge is allowing us to see how mental functions map onto 
brain structures. When neuroscience does begin to provide useful insights for 
educators about instruction and educational practice, those insights will be the 
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result of extensive traffic over this second bridge. Cognitive psychology provides 
the only firm ground we have to anchor these bridges. It is the only way to go if 
we eventually want to move between education and the brain.

Bruer based this position on critiques of three aspects of very basic neurosci-
ence usually derived from studies of non-human species: the time course of 
 synaptogenesis and synaptic pruning, critical periods for learning, and the role of 
enriched early environments. He quite sensibly notes that the evidence from these 
aspects is not sufficient to inform formal education. However, Since Bruer’s 
(1997) paper, there has been rapid expansion of the “pontoon” between the two 
bridges – cognitive neuroscience. This discipline deploys the resources of brain 
imaging to develop and refine our understanding of cognitive processes, 
including those that underpin educational attainment, such as working memory 
and learning processes, and also curriculum-relevant cognitions involved in lan-
guage, reading, motivation, and mathematics. This in itself would still be the 
two-bridge solution that Bruer alluded to.

In 2005, Nature published a skeptical editorial questioning the contribution 
that even cognitive neuroscience could make to education. It warned

Researchers are planning to use magnetic resonance imaging to “look under the 
hood” at the development of skills such as numeracy and reading. It’s fascinating 
stuff, but how the results will inform educational practice remains, for now, largely 
a matter of speculation. Making meaningful connections between brain activity 
and behaviour is difficult, even under controlled lab settings. Brain imaging is 
seductive, and has an unfortunate tendency to spawn breathless, overreaching 
media coverage. Care will be needed to ensure that these projects don’t encourage 
ill-informed “experts” to design yet more pseudoscientific educational tools…. 
There’s also a strong case for putting the educational tools derived from research 
in neuroscience to more rigorous empirical tests. For instance, researchers who 
have evidence that dyslexics have problems with auditory processing have devel-
oped a program called Fast ForWord to help them learn to read. But the scientists’ 
company is now marketing the software as a learning aid for children with no 
specific reading deficits, before they have gathered evidence that it helps anyone 
other than dyslexics. For now, providing this sort of evidence is where the emphasis 
should remain (Editorial, 2005, p. 1138).

Nevertheless, these new methodologies have enabled us to explore both 
individual differences in children and education in new ways, suggesting a direct 
bridge from neuroscience to education. For example, dyslexic readers can be 
identified through abnormal neural structures and patterns of activation in the 
reading network (see Chapter 7), even in very young children before they have 
begun learning to read using neural responses to speech sounds (Lyytinen et al., 
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2001). Dyscalculic learners can be identified by abnormal neural structures and 
patterns of activation (see Chapter 8), and these can turn out to be more dis-
criminating than purely behavioral measures (Dumontheil & Klingberg, 2011). 
Even individual differences in language development (see Chapter 6), reasoning, 
and social and emotional development (see Chapters 10 and 11 respectively) can 
also be revealed by neuroimaging. Moreover, links between genetics and neuro-
imaging, as well as between genetics and cognitive capacity, are strengthening 
very rapidly (see Chapter 4).

In fact, new methodologies have enabled scientists to plot the developmental 
trajectories with much more precision than previously. It will become possible in 
the near future to identify not just neural differences at a particular ontogenetic 
time point, which may resolve and be simply a delay in development, but also track 
differences in the developmental trajectories of educationally relevant cognitive 
functions. It is possible to use mathematical models of trajectory  differences to 
classify learners, and these “learner models” can inform the design of individual-
ized learning contexts in teaching and in learning technologies (see Chapter 3).

Of course, three disciplines are involved, each with their own methodol-
ogies, that cannot easily be unified. Therefore, the critical move is what 
Laurillard has termed “methodological interoperability” (Laurillard, 2007). 
That is, although the methods of the three disciplines are different, it is pos-
sible, and indeed necessary, for each discipline to test the findings of the others. 
For example, when the cognitive neuroscience theory leads to new pedagogic 
design, the theory will be tested by more effective learning. More generally, 
methodological interoperability can be mediated through explicit computa-
tional models of a learning process (see, for example, Chapter 3).

Issues and Problems in Developing Educational Neuroscience

The earlier sections of this chapter have spelled out something of the objectives 
of educational neuroscience. From a scientific perspective, the rationale is clear 
cut, even if the collaboration between – and ultimately integration of – disci-
plines that it requires presents a range of theoretical and methodological 
 challenges. The  diversity of empirically driven theorizing that there has been 
about learning over the past 150 years can be seen as an indication of the highly 
 complex nature of learning-related phenomena, which for a long while 
seemed as if they could only be captured in fragmentary fashion. More recently, 
however,  educational psychologists and cognitive neuroscientists have recog-
nized that it is possible to build more integrated models of learning, which do 
better justice  to this complexity by bringing together social and cognitive or 
cognitive and  neural processes within single accounts (for examples of the 
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former, see Philips & Tolmie, 2007, or for the latter, Klingberg, 2010; McNab et al., 
2009). If we want to achieve any full account of learning, the logical conclusion is 
that this will depend on bringing all of these strands together in a nonreductionist 
framework that retains description at the environmental, cognitive, and neural 
levels, and seeks to understand how these interact with and impact on each other 
to produce observed outcomes in both formal and informal educational settings. 
It is this framework that educational neuroscience aims to deliver.

The picture becomes more complex, however, when we turn to educational 
 perspectives on the purpose of this enterprise. Education is itself a hugely com-
plex activity with social, economic, political, and individual goals – and a 
corresponding variety of views on how successful outcomes should be defined. 
There are in fact some interesting (and, as we shall see, potentially useful) paral-
lels between education and public health (cf. the opening quote in this chapter): 
defining precisely why we promote either is difficult, beyond perhaps a central 
concern with enabling  populations to realize their potential either intellectually 
or physically, and removing avoidable impediments to this outcome. Nevertheless, 
despite this fuzziness as to end purpose, it seems reasonable to argue that a full 
scientific understanding of learning processes and the constraints upon them, 
and the optimal coordination of this understanding with teaching practices, are 
shared concerns for educators and researchers. The implication is that transla-
tional research in this sense and the implementation of its lessons are ultimately 
the fundamental objectives of educational neuroscience. The further implication 
is that at present the key building blocks necessary to achieve this are held by 
diverse communities, and not just scientific ones, but also those involving educa-
tors, administrators, and policy makers, since they too will have crucial parts to 
play if genuine translation is to happen.

A serious analysis of what putting these building blocks together is likely to 
require is critical if we are to understand how to progress, but such an analysis 
 suggests that the scientific challenges may actually be less than the organiza-
tional ones. The development of public health as a discipline and a practice 
provides some indication of what may be involved, as well as some clues as to 
the structures that we may need to evolve in order to achieve our translational 
objectives. The origins of modern public health are frequently traced to the 
work of John Snow during the 1854 cholera outbreak in London. Polluted 
water and poor waste disposal had long been recognized as being involved in 
the occurrence of certain forms of disease, but up to this point thinking on the 
mechanism involved was dominated by miasma theory – essentially the notion 
that the origin of these diseases lay in airborne emanations from rotting 
organic matter. The response to outbreaks of disease was therefore driven by 
concerns with the circulation of air, the location of cemeteries, and so on. 
Snow’s application of germ theory (which had by then gradually garnered a 
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range of supportive evidence) suggested instead that specific microorganisms 
were responsible for the spread of cholera. This led in turn to his identification 
of a polluted public water well as the source of the outbreak. This notable 
 success resulted in a rapid extension of germ theory to a range of infectious 
diseases, a marked growth in public sanitation works, and over the ensuing 
decades a broadening of activity to include the development of programs 
relating to public education (e.g., on infant health), vaccination, road safety, 
occupational safety, and drug control, to cite but a few instances. Public health 
is now an established part of daily life in developed countries, and an explicit 
objective of developing ones due to the growth of governmental and inter-
national agencies promoting good practice (e.g., the Surgeon-General’s office, 
and the World Health Organisation).

If the translational goals of educational neuroscience parallel those of public 
health science, then the implication would seem to be that we should (a) begin 
by targeting a key area of educational need where good theory is able to make an 
obvious difference, (b) build outward from this initial example via core teams of 
individuals representing the different contributing strands of activity (i.e., the 
equivalent to epidemiologists, biostatisticians, local and national government 
officials, and health service professionals), whose activity is focused on mutually 
identified areas of need or risk and methods of counteracting these, (c) promote 
public knowledge of effective practices (without necessarily worrying too much 
about grasp of why these are effective), and (d) let governments take control 
ultimately, whilst continuing to feed them good, relevant evidence. The key step 
in this sequence is almost certainly the second one, which depends on building a 
consensus across key players in multidisciplinary teams within different 
professional backgrounds, based on (within bounds) shared knowledge of the 
relevant science – whilst as far as possible avoiding bias towards any one approach 
which may undermine that consensus.

This is a complex and difficult balancing act. To start with the science itself, the 
public health model suggests that researchers have a critical role to play in 
providing reliable and systematic evidence that can steer effective action. 
However, educational neuroscience research to date is piecemeal and unevenly 
developed, with much work on dyslexia that is beginning to inform both reme-
dial and mainstream teaching of literacy (see, e.g., Hulme & Snowling, 2009), but 
few other areas approaching this level of activity, and some (e.g., conceptual 
growth in science, gifted and talented children) having been addressed by only a 
handful of researchers. Arguably, of course, public health science was in a similar 
position in the 1850s, but it did at least have a unifying framework in germ theory 
that had amassed supporting evidence in a range of areas of work, and which was 
capable of driving further work. It is hard to point to any framework within 
educational neuroscience that has similar coherence; to the extent that there is a 
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consensus across researchers, this is based primarily on a shared belief that a full 
understanding of learning processes demands consideration of the neural level, 
but not what form the resulting models or framework should take. A consensus 
of this kind will be hard to achieve without a more coordinated program of 
research, covering typical and atypical learning in a range of key curriculum 
areas including language and literacy, number and mathematics, conceptual 
development and causal understanding in science, and socioemotional 
development. Only by garnering evidence that encompasses a breadth of phe-
nomena using the different disciplinary approaches at our disposal – including 
intervention work that shows it is possible to bring about specific outcomes – is a 
bigger picture likely to emerge. One purpose of this book is to encourage the 
development of a research program of this kind, by illustrating something of 
what its different elements will look like.

Equally important is the need to progress as a community in a number of 
different senses. One aspect of this will be researchers from different disci-
plinary backgrounds working as equal partners, as discussed earlier. The 
research community needs to become coherent and self-sustaining, however, 
and this entails not just dialogue and collaboration between existing researchers 
but the creation of a transdisciplinary environment for the training of students 
and researchers, who will become the first fully fledged educational neurosci-
entists by dint of having been schooled to think about the field holistically from 
the outset.

As noted already, though, to be effective we need to recognize that 
researchers can only be one part of a wider community of engagement and 
exchange that helps set the research agenda, and maintains a focus on the 
implications for practice, including delivery. This wider community will need 
to encompass teachers, trainee teachers, teacher training agencies, professional 
educational and school psychologists, speech and language therapists, pedi-
atric neurologists, and members of other professions involved in implement-
ing evidence-based support for learning and remediation of learning 
difficulties. Moreover, if we take the public health model seriously, then the 
function of this wider community extends far beyond an advisory or consul-
tative role: it needs to be an active partnership of researchers and professionals 
working together to identify issues, improve understanding through rigorous 
research, and develop solutions. In other words, practitioners will need to be 
involved at the heart of the research – and researchers will need to engage with 
issues of delivery. The implied roles are largely unfamiliar to all concerned, so 
even setting up a small number of functioning teams will require members 
to  make an unusual commitment, which may need to be based in the first 
 instance on belief in the potential of the work rather than substantial concrete 
evidence of benefit.
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Finally, there will also need to be engagement with policy makers and policy 
shapers, in order to help ensure that educational neuroscience has socially per-
ceived value, and that team members are therefore in some sense sanctioned to 
contribute to the development and deployment of novel forms of provision. 
Given an environment within which politicians and policy specialists are sub-
jected to constant streams of lobbying by organizations with competing vested 
interests, success on this front will depend on standing out in some way – hence 
the importance of good science and a convincing application based upon it. If 
this was true for public health science, it is even more so now.

References

Bradley, L., & Bryant, P. (1978). Difficulties in auditory organisation as a possible cause 
of reading backwardness. Nature, 271, 746–747.

Bruer, J. T. (1997). Education and the brain: A bridge too far. Educational Researcher, 
26(8), 4–16.

Caramazza, A., & McCloskey, M. (1987). Dissociations of calculation processes. In 
G. Deloche & X. Seron (Eds.), Mathematical disabilities: A cognitive neuropsycholog-
ical perspective. Hillsdale, NJ: LEA.

Dehaene, S. (2009). Reading in the brain: The science and evolution of a human invention. 
New York: Penguin.

Dehaene, S., & Cohen, L. (1995). Towards an anatomical and functional model of 
number processing. Mathematical Cognition, 1, 83–120.

Dumontheil, I., & Klingberg, T. (2011). Brain activity during a visuospatial working 
memory task predicts arithmetical performance 2 years later. Cerebral Cortex, 
22(5), 1078–1085. DOI: 10.1093/cercor/bhr175

Editorial. (2005). Bringing neuroscience to the classroom. Nature, 435, 1138.
Ehri, L. C., Nunes, S. R., Stahl, S. A., & Willows, D. M. (2001). Systematic phonics 

instruction helps students learn to read: Evidence from the National Reading 
Panel’s meta-analysis. Review of Educational Research, 71(3), 393–447.

Elliott, J. (2005). The dyslexia debate continues. The Psychologist, 18(12), 728–730.
Frith, C. D. (2007). Making up the mind: How the brain creates our mental world. Oxford: 

Blackwell.
Hulme, C., & Snowling, M.J. (2009). Developmental disorders of language learning and 

cognition. Chichester: Wiley-Blackwell.
Klingberg, T. (2010). Training and plasticity of working memory. Trends in Cognitive 

Sciences, 14(7), 317–324.
Laurillard, D. (2007). Making the link between neuroscience and teaching methods. Paper 

presented at the Numbra Summer School Numeracy and brain development: 
progress and prospects.

Lyytinen, H., Ahonen, T., Eklund, K., Guttorm, T. K., Laakso, M.-L., Leinonen, S., 
Leppanen, P. H. T., Lyytinen, P., Poikkeus, A.-M., Puolakanaho, A., Richardson, U., & 



12 Brian Butterworth and Andy Tolmie

Viholainen, H. (2001). Developmental pathways of children with and without 
familial risk for dyslexia during the first years of life. Developmental Neuropsychology, 
20(2), 535–554.

McNab, F., Varrone, A., Farde, L., Jucaite, A., Bystritsky, P., Forssberg, H., & Klingberg, 
T. (2009). Changes in cortical dopamine D1 receptor binding associated with 
cognitive training. Science, 323(5915), 800–802.

Melhuish, E. C., Sylva, K., Sammons, P., Siraj-Blatchford, I., Taggart, B., Phan, M. B., & 
Malin, A. (2008). Preschool influences on mathematics achievement. Science, 321, 
1161–1162.

Paulesu, E., Démonet, J.-F., Fazio, F., McCrory, E., Chanoine, V., Brunswick, N., Cappa, 
S. F., Cossu, G., Habib, M., Frith, C. D., & Frith, U. (2001). Dyslexia: Cultural diver-
sity and biological unity. Science, 291(5511), 2165.

Paulesu, E., Frith, C. D., & Frackowiak, R. S. J. (1993). The neural correlates of the verbal 
component of working memory. Nature, 362, 342–345.

Petrides, M. (2000). The role of the mid-dorsolateral prefrontal cortex in working 
memory. Experimental Brain Research, 133, 44–55.

Philips, S., & Tolmie, A. (2007). Children’s performance on and understanding of the 
Balance Scale problem: The effects of parental support. Infant and Child Development, 
16, 95–117.

Ramsden, S., Richardson, F. M., Josse, G., Thomas, M. S. C., Ellis, C., Shakeshaft, C., 
Seghier, M. L., & Price, C. J. (2011). Verbal and non-verbal intelligence changes in 
the teenage brain [10.1038/nature10514]. Nature, 479(7371), 113–116.

Shallice, T. (1988). From neuropsychology to mental structure. Cambridge: Cambridge 
University Press.

Share, D. L. (1995). Phonological recoding and self-teaching: sine qua non of reading 
acquisition. Cognition, 55(2), 151–218.

Silani, G., Frith, U., Demonet, J. F., Fazio, F., Perani, D., Price, C., Frith, C. D., & Paulesu, 
E. (2005). Brain abnormalities underlying altered activation in dyslexia: A voxel 
based morphometry study. Brain, 128(10), 2453–2461.

Thorndike, E. L. (1922). The psychology of arithmetic. New York: Macmillan.
van Asselen, M., Kessels, R. P. C., Neggers, S. F. W., Kappelle, L. J., Frijns, C. J. M., 

&  Postma, A. (2006). Brain areas involved in spatial working memory. Neuro-
psychologia, 44(7), 1185–1194.

Warrington, E. (1982). The fractionation of arithmetical skills: A single case study. 
Quarterly Journal of Experimental Psychology, 34A, 31–51.


