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Foreword

Terms such as cryptovirology, malware, kleptogram, or kleptography may
be unfamiliar to the reader, but the basic concepts associated with them
certainly are familiar. Everyone knows—often from sad experience—about
viruses, Trojan horses, and worms and many have had a password “har-
vested” by a piece of software planted surreptitiously on their computer
while browsing the Net. The realization that a public key could be placed
in a virus so that part of its payload would be to perform a one-way op-
eration on the host computer that could only be undone using the private
key held by the virus’ author was the discovery from which Malicious
Cryptography sprang. Rather than describe these notions here, intriguing
as they are, I’ll only try to set the stage for the authors’ lucid description
of these and other related notions.

Superficially, information security, or information integrity, doesn’t ap-
pear to be much different from other functions concerned with preserving
the quality of information while in storage or during transmission. Er-
ror detecting and correcting codes, for example, are intended to ensure
that the information that a receiver receives is the same as that sent by
the transmitter. Authentication codes, or authentication in general, are
also intended to ensure that information can neither be modified nor sub-
stituted without detection, thus allowing a receiver to be confident that
what he receives is what was sent and that it came from the purported
transmitter. These sound remarkably alike in function, but they are funda-
mentally different in ways that are at the heart of Malicious Cryptography.
The greatest service this Foreword can render is to give the reader a crisp,
clear understanding of the nature of this difference in order to set the stage
for the book that follows.

Most system functions can be quantitatively specified and tested to
verify that the specifications are met. If a piece of electronic equipment
is supposed to operate within a specified range of a parameter (such as
voltage, acceleration, temperature, shock, vibration, and so forth), then

xiii
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it is a straightforward matter to devise tests to verify that it does. Closer
in spirit to information security and integrity than physical environmen-
tal specifications would be a specification of a communication system’s
immunity to noise or bit errors. One might specify the minimum data
bandwidth for a given signal to noise (SN) ratio or the allowable bit error
rate. Again it is a straightforward matter to devise tests that verify the
data bandwidth or the bit error rate for a signal possessing the specified
signal to noise ratio. Error detecting and correcting codes may be tailored
to the expected statistical nature of the noise, Fire codes for burst errors
or Grey codes for an angular position reading device, etc. But the veri-
fication that the system is meeting specifications remains straightforward
and quantitative.

Security is fundamentally different from any other system parameter,
however. One of the largest alarm and vault manufacturers in the U.S.
discovered this in a costly example a few years ago. Vaults and safes
are routinely certified for the time documents will survive undamaged in
a fire—itself specified by temperature and type (oil, structural, electri-
cal, etc.). They had developed a new composite material that was very
resistant to cutting, drilling, burning, etc. Extensive tests had been con-
ducted with cutting tools of all sorts including oxyhydrogen burning bars,
drilling with mechanical drills and hypervelocity air-abrasive drills, etc.
Based on these results, they guaranteed their safes and vaults made of
the new material would provide a specified minimum time for penetra-
tion. What they had overlooked was that linear cutting charges (shaped
charges) that were widely used in the oil industry for cutting oil well cas-
ings and in the demolition business for slicing building supports to bring
down buildings could be used to cut out a panel from the side of a safe
or vault in milliseconds instead of requiring hours. This long aside is very
germane to this Foreword. The safe and vault company had measured the
resistance of their product to the attacks they anticipated would be used
against them. The robbers used an entirely unexpected means to open the
vault—and the company paid dearly for their oversight. Malicious Cryp-
tography is almost entirely about doing things in completely unexpected
ways in information integrity protocols.

Going back to the example with which we started, the fundamental
difference between error detecting and correcting codes and authentica-
tion, both of which function to ensure the integrity of information, is that
the first is pitted against nature and the other against a human adversary.
Nature may be hostile, the signal to noise ratio may be large, the signal
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may drop out for extended periods of time, other signals may randomly
mask the desired signal, but nature is neither intelligent nor adaptive. A
human opponent is both. He may also be interactive, probing to gain
information to allow him to refine and adapt his attacks. As those of us in
the information security business like to say, there is no standard attacker
and no standard attack. This is in contrast with all other specifications
where standard environments, no matter how hostile or unpredictable, are
the norm.

What the authors of Malicious Cryptography have done very success-
fully is to capture the essence of how security can be subverted in this
non-standard environment. On several occasions, they refer to game the-
ory without actually invoking the formalism of game theory—emphasizing
instead the game-like setting in which security is the value of the ongoing
competition between a system designer and its attackers.

There have been many books on hacking, software subversion, network
security, etc., which consist mainly of descriptions of successful attacks—
some exceedingly clever and many very devious in their execution. These
are similar in style and feeling to Modern Chess Openings (MCO) that
every chess player knows, studies, and on which he depends. There are of
course many possible lines of play in chess, but the several hundred open-
ings that have stood the test of time and repeated tournament play make
up the MCO. Roughly the first twenty moves or so of these openings, with
promising variations, have been so thoroughly analyzed and understood
that it is rare indeed for an opening not in the MCO to be successful in
match play. A similar situation is true for the end game—not that the
endings are so cataloged and restricted, but rather that the game has sim-
plified to where almost a counting-like analysis reveals the outcome to a
knowledgeable player. Masters will resign a game as lost at a point where
a less experienced player may not even be able to see who has the advan-
tage. As most books on hacking recount one clever attack after another,
MCO recounts one opening after another with an ! or !! in the annotation
to flag a particularly brilliant move. I almost expect to find an exclama-
tion mark in the margin of most books on software subversion when the
deception on which a particular protocol failure turns is revealed.

The middle game in chess, though, must be guided by general principles
since the number of lines of play—the attack, counter attack—between
two masters is virtually unlimited. So it is with information security
protocols and cryptosystems. The possibilities are virtually unlimited so
general principles must guide both the system designer and the counter
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designer; the attacker seeking to exploit hidden weaknesses in the design;
the designer seeking to prevent such attacks or failing that, to detect
them when they occur. Malicious Cryptography pioneers in motivating
and clearly enunciating some of these principles.

Cryptography, authentication, digital signatures, and indeed, virtually
every digital information security function depend for their security on
pieces of information known only to a select company of authorized in-
siders and unknown to outsiders. Following the usual convention in cryp-
tography we will refer to this privileged information as the key although
in many situations the only thing in common with the usual notion of a
cryptographic key is that it is secret from all but a designated select few.
It may well be that no individual knows the key but that a specified set of
them have the joint capability to either recover it (shared secret schemes)
or to jointly execute a function that in all probability no outsider or any
proper subset of them can do (shared capability schemes). It is almost al-
ways the case that this secret piece of information is supposed to be chosen
randomly—from a specified range of values and with a specified probabil-
ity distribution, generally the uniform distribution. The assumption is
that this insures that an unauthorized user will have no better chance of
discerning the secret key than the probability the same key will be drawn
in an independent drawing of a new value under the same conditions. It is
also generally assumed that only the person choosing the random number
knows it. In fact he may share it with someone else at the time it is drawn,
or they may have chosen the number in advance of the supposed drawing.
In the most extreme case it may be dictated by some other participant
and not chosen by the person supposed to be choosing it all. Every one of
these surreptitious variants has been the basis for serious subversions of
information integrity and security protocols. One of the central themes in
Malicious Cryptography is the mischief that is possible if these conditions
are not met; in other words, if the “random” value is not random in the
sense supposed.

Since security or integrity is directly measured by the probability the
secret key can be discovered (computed) by unauthorized cabals of at-
tackers, the information content of the key (roughly speaking, the size
of the random number) must be great enough that it is computationally
infeasible to simply try all possible values—known as a brute force key
space search. But this means that it is then computationally infeasible
for a monitor to tell whether the random values produced were actually
randomly chosen as supposed or not. This is at the heart of subliminal
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channels, for example. The subliminal transmitter and receiver share in
secret information about the bias imposed on the selection of the session
keys which enables them to communicate covertly in the overt commu-
nications while it remains computationally infeasible (impossible?) for a
monitor to detect a bias in the session key selection process, and hence
impossible for him to detect either the presence or use of a subliminal
channel.

The dilemma is that if the key is large enough to be secure, it is also
large enough to make it impossible to detect a bias in the selection pro-
cess. It therefore becomes possible to hide information in the keys, to
communicate other keys subliminally, to make it computationally feasi-
ble for designated receivers to perform a key space search while a full
search remains computationally infeasible for outsiders to do, to subvert
information integrity protocols from within, etc. The list of possible de-
ceptions is virtually unlimited and the authors of Malicious Cryptography
have exploited many of these in innovative ways.

In information integrity protocols nothing can be taken for granted,
i.e., nothing can be assumed that cannot be enforced. If the protocol
calls for a number to be chosen from a specified range using a particular
probability distribution, then the assumption must be that it isn’t unless
the other parties to the protocol can force it to be in a secondary protocol.
Otherwise you must assume it could be chosen from a restricted range or
chosen using a different probability distribution, or that it was chosen
earlier and shared with persons assumed not to know it, or that it isn’t
being selected at random at all by the person supposed to be choosing it,
or that it is dictated to him by another party not even considered in the
protocol. Several of the subversions described in Malicious Cryptography
depend on this ability to undetectably hide information in keys. The point
germane to this Foreword, though, is that it is the general principle that
is vital for both the designer and the counter-designer to keep in mind.
There are interactive protocols to insure that the objectives of randomness
are met. Those protocols are not the subject of Malicious Cryptography,
but made all the more important because of the weaknesses exposed in it.

There are other examples, though, in which no means is known to en-
force the desired outcome. Several protocols call for a public modulus to
be the product of two secret primes chosen so as to make it computation-
ally infeasible to factor the modulus—usually only a function of the size
of the factors although in some protocols the factors must satisfy some
number theoretic side condition such as belonging to a particular residue
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class, etc. It is possible to work a variety of mischiefs if a modulus that
is the product of more than two prime factors can be passed off as the
product of only two. In particular, a subliminal channel becomes possible
with the desirable feature that while the subliminal receiver can receive
subliminal messages sent by the transmitter he cannot falsely attribute a
forged message to the transmitter. It is only polynomially difficult to dis-
tinguish between primes and composite numbers. But so far as is known
it is just as hard to tell if a composite number has three or more factors as
it is to factor the number itself! In the absence of an interactive protocol
to ensure that a modulus has two and only two prime factors, deceptions
that depend on the existence of three or more factors remain a possibil-
ity. Deceptions of this sort do not appear in Malicious Cryptography and
are mentioned here only to illustrate that not all general principles for
deception have solutions available to the designer at the moment.

Malicious Cryptography is a remarkable book; remarkable for what
it attempts and remarkable for what it achieves. The realization that
cryptography can be exploited to achieve malicious ends as easily as it can
to achieve beneficial ones is a novel and valuable insight—to both designers
and counter-designers of information security and integrity protocols.

Gus Simmons

September, 2003
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Introduction

This book is a compendium of malicious software and hardware attacks
geared towards subverting computer systems. The attacks are not of the
sort that exploit software bugs, design flaws, and so forth. The business of
bypassing security measures is outside the scope of this work. Rather, we
present a series of cryptographic methods for defiling computer systems
once internal access is acquired.

Some of the attacks are more technical than others, involving recent
advances in the field of cryptology. As a result this book is likely to be
received in a variety of different ways. To hackers it may serve as a vade
mecum. To security professionals it may serve as a long overdue warning.
To science fiction buffs it may serve as a good read, and to intelligence
agencies it may serve as a challenge to our First Amendment rights.

Chapter 1 is a motivational chapter that portrays the world through
the eyes of a hacker. It reveals the very fabric of a hacker’s existence and
due to its illicit nature we mention the standard disclaimer that reads,
“do not try this at home.” To perform any of the acts described therein
is to risk violating the Computer Fraud and Abuse Act of 1986, among
others. Hackers face scientific problems when trying to infiltrate computer
systems. It was by experiencing these problems first hand that many of
these attacks were discovered.

A great number of people share a close kinship with our digital brethren
and to hackers it is no different. But whereas to writers it is through
text, to artists it is through images, and to musicians it is through music,
to hackers it is through the very language that computers speak when
speaking with each other, the language of binary. To speak in binary and
hear every word they say is to be one with the machine and that feeling
can be hopelessly and utterly addictive.

To the uncorrupt of spirit the need to join with the machine can be
controlled to a degree. This need is illustrated in Chapter 1 over the
course of three short stories. They are written in second person singular
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and as such force the reader to play the role of the subduer. It is the
reader that steals passwords using a Trojan horse program. It is the
reader that spends years developing an insidious computer virus, and it
is the reader that takes over the local area network of a small company.
Yet everywhere in the storyline the privacy and integrity of other people’s
data is respected. It portrays the pursuit of knowledge and the thrill of
the hunt, not the kill.

As Lord Acton once said, “power corrupts; absolute power corrupts
absolutely.” This could not be truer with respect to hacking. For this
reason we urge readers not to abuse the ideas presented in this book.
If our efforts coax so much as a single hacker to embrace the greater
mathematical challenges facing system security, then our writing will not
have been for naught, for such a hacker is likely to seek recognition in the
form of conference papers in lieu of news reports.

Given the clandestine nature of the algorithms and protocols that are
presented, it is important to emphasize the nature of secure systems re-
search. Cryptanalysis exists to help make cryptosystems more secure. The
goal of cryptanalysis is not to undo the honorable work of others, but to
find vulnerabilities and fix them. Many a cryptographer has suffered the
disheartening realization that his or her cipher has been broken. Lucky
are those who discover this themselves, but many are they who learn the
hard way when another researcher publishes the discovery in an academic
forum. Cryptanalysis is the mathematician’s version of hacking: it is both
devil’s advocate and antithesis of cryptography. History has proven the
need for cryptanalysis and hence the need to find weaknesses in cryptosys-
tems and publish them. It may be reasoned that the need for cryptanalysis
extends directly to the need to investigate attacks on modern computer
systems. This, we argue, is the realm of cryptovirology and in this treatise
we take a first step in this direction.

In the public eye, the word cryptography is virtually synonymous with
security. It is a means to an end, a way to send e-mail privately and pur-
chase items securely on-line. If nothing else this book will challenge that
view. In the chapters that follow it is shown how modern cryptographic
paradigms and tools including semantic security, reduction arguments,
polynomial indistinguishability, random oracles, one-way functions, Feis-
tel ciphers, entropy extractors, pseudorandom number generators, etc.,
can in fact be used to degrade system security.

It is shown how to devise a cryptovirus to usurp data from a host ma-
chine without revealing that which is sought, even if the virus is observed
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at every turn. It is shown how to design a password-snatching cryptotro-
jan that makes it virtually impossible to identify the author when the
encrypted passwords are retrieved. Furthermore, it is intractable to de-
termine if the cryptotrojan is encrypting anything at all even when it is
under constant surveillance.

Still other cryptotrojans are described that attack industry-standard
cryptosystems. By design, these Trojans give the attacker covert access to
the private keys of users and are extremely robust against reverse engineer-
ing. When implemented in tamper-resistant devices these transgressions
cannot be detected by anyone save the attacker. Such Trojans are ideal for
governments that wish to obtain covert access to the encrypted communi-
cations of their citizens. These Trojans show how to apply cryptography
within cryptography itself to undermine the very trust that cryptosys-
tems were designed to provide. In so doing we will expose the dark side
of cryptography and thereby reveal its true dual-edged nature.

Several of the attacks have known countermeasures, some of which
are ideal and others that are merely heuristic in nature. These defenses
are described in detail to give the book a more balanced presentation to
the community at large. It is our belief that these malicious software
attacks should be exposed so that security analysts will recognize them
in the event that they appear in fielded computer systems. Doing so has
the potential of minimizing the malicious software learning curve that
practitioners might otherwise face.

In all likelihood the attacks that are described in this book constitute
the tip of the iceberg in terms of what is possible. Offensive information
warfare is an area of research that is scarcely funded by the U.S. govern-
ment, for obvious reasons. However, the notion of malicious software as
well as cryptography is by no means new to the federal government, and
so one would expect that there has been more classified research in this
area than unclassified research. This book is our earnest attempt to ex-
pose the open research in this area, since corporations, governments, and
individuals have a right to know about that which threatens the integrity
of their computing machinery.

Some readers will inevitably object to the nature of this book. To
this end we remark that these attacks exist, they are real, and that it is
perilous to sweep them under the rug. We believe that they will surface
sooner or later. It is our hope that this book will encourage the study of
cryptography as a whole and at the same time reveal some of the more
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serious threats that computer systems face, both from within and from
without.

A. Y.

M. Y.

October, 2003



Chapter 1

Through Hacker’s Eyes

There is no way to describe the feeling of approaching a computer system
to download the data that your Trojan horse has been collecting for days.
Your heart begins to race. You look over your shoulder out of instinct and
start to have major second thoughts about proceeding. The computer
terminal is unoccupied and sits directly in front of you.

Questions plague your thoughts: How many people are capable of
finding the cleverly hidden Trojan? More importantly, does anyone in this
room know it is there? You ease yourself down into the chair. Glancing to
your right you see a student stare at his calculator with a perplexed look
on his face. To your left a girl is laughing on her cell phone. If you could
shrink yourself into nothing and crawl through the cracks in the machine
you would gladly do so. But you are physical and there is nothing you
can do about that now. The coast is clear. You reach for your floppy
and insert it into the drive. Sheens of sweat glaze over your palms. Why?
Because after all, you are returning to the scene of a crime.

Your crime.
Deep down, you rationalize your actions. There is no blood involved,

no money is being stolen, and in the end no real harm is being done. . . or
is there? The floppy drive begins to spin. In moments it will be over.
In moments all of the login/password pairs will be on the disk and you
will be hightailing it to your next class. Perspiration breaks out on your
forehead but is easily dismissed with a waft of your hand. You navigate
to the floppy drive and double-click on the game of Tetris. There is time
for one quick game. The first block is 1 by 5, your favorite. If only they’d
come down like that one after the other you’d have the game in the bag
by laying them out horizontally. But it never works out that way. The
law of probabilities won’t allow it. A book hits the ground and you jump.

1
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A lanky-looking freshman picks it up. The title—Differential Equations:
Theory and Applications. Smart guy. Most students are only studying
multivariable calculus in their first year. Words begin to echo in the back
of your mind: there has to be a better way, there has to be a better way. . . .
An odd, misshapen block comes into view. You hate those. They make
you lose Tetris every time. A whirring noise emanates from the drive and
this time you know it is writing to the floppy. One more minute and your
doctored up version of Tetris will have downloaded all of the passwords to
the disk. Who’d ever guess this version of Tetris packed such a punch?

A four-sided cube comes down and you ease it over to the left-hand
side of the screen. You love those shapes too. On the surface you are just
playing a game. Your mouse button clicks and space bar presses are as
innocuous as they come. But the real game you are playing is not so easy
to see, and at times it feels like Russian roulette. Your thoughts wander
to your password-snatching Trojan. The possibility that it was found and
that silent sysadmin alarms are sounding in a nearby room is very, very
real.

Something’s wrong.
Something’s not right; you can feel it in the air. The drive should

have stopped spinning by now. Your heart goes still. Looking up, you
catch a glimpse of a man you didn’t notice before. He makes eye contact
with you. Fighting the urge to flee, you quickly look back at your screen.
You missed placing two blocks. You will not make high score. Your mind
begins conjuring swear words without biblical precedent. . . it has never
taken this long before.

The floppy drive finally stops whirring. You quit out of Tetris, eject
the floppy, and reboot the machine. You leave the computer cluster and
enter the hallway half expecting to be halted by university officials. But
none are there. You think yourself silly. You think that there was no
way it could have been found. But the reality is that you know all too
well how to write a background process capable of catching you in the act
and that is what makes you scared. Stepping outside the building, you
breathe a sigh of relief in the midday sun. You made it this time, but
maybe you were just lucky. Maybe it wasn’t in the cards just yet. Like a
junkie to drugs, you are drawn to these machines. They speak to you the
way they speak to no one else. You put in your time. You paid your dues,
and yet for some reason your vision is still shrouded in darkness. There
is something they are not telling you. Perhaps it is something they don’t
even know. It is a question that nags at you like no other, and you sense
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that the answer lies hidden somewhere within the deepest recesses of your
soul, somewhere out of sight and just beyond your grasp. There has to be
a better way.

Shortly before sundown that same day. . .

The dull roar of thunder reverberates somewhere far off in the distance
as menacing storm clouds roil in from the west. They exhibit all the signs
of a true nor’easter and threaten to engulf the entire city of New Haven.
You swear you just felt a drop of rain hit your left shoulder. Reaching
down, you feel for the disk at your side. The floppy is still there, its
presence reassured at the touch of a thumb. The data it contains is dear
to you, and you’ll be damned if you’re gonna let a little H2O seep through
your denim pocket and claim your catch of the day. So you decide to pick
up the pace a bit.

The path you follow winds in and around, gently sloping downward as
you go, eventually leading to a clearing that overlooks a stand of maples.
The trees are enormous and have stood here for ages. At their center lies a
lone apple tree. It is dwarfed by the older trees and is helplessly sheltered
under a canopy of leaves. Having sensed your unexpected approach, a
nearby squirrel dashes for the safety of a nearby tree. Before reaching
the trunk, it fumbles over an apple and sends it rolling along the ground.
The fruits around you give off a racy odor, a telltale reminder of the
approaching change of season.

Had it not been for the disk, you would chance a brief pause underneath
the eaves to contemplate greater things. Physics lectures always left you
spellbound regarding the mysteries of the world. It was the dream of being
struck in the head by a falling apple that guided you to this school in the
first place, a dream that you summarily dismissed upon meeting your
brilliant roommate. He is a National Merit scholar and received 1580 out
of a possible 1600 on his SATs. The deduction was in the verbal section,
and you always attributed it to his difficulty in comprehending the human
condition. On many levels he is more machine than man, yet his inference
engine is second to none. Physics is his second language and he speaks it
fluently. You abandoned the idea of majoring in physics since the thought
of taking the same classes as he was too much to bear, and since he had
an uncanny ability to make you feel stupid without even trying. Answers
to scientific problems just came naturally to him. Your hacking obsession
combined with a thoroughly tenderized ego would do little to help you
finish school.
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A gust of wind billows through the trees. The limbs creak and sway in
response, causing rain droplets to roll off their leaves. The water splashes
onto your face and exposed arms, causing you to start. You realize that
you had zoned out completely and had lost all track of time. Your eyes had
stared off into space, fixated on some solitary trees, and subconsciously
absorbed the surrounding scenery. You shrug in spite of yourself. No use
in crying over spilled milk. Your true path has yet to be determined and
there is no reason to worry about it now.

You shift the weight of your backpack to your other shoulder and leave
the small wooded area behind. As always the students took Prospect
Street back to Old Campus while you ventured along an overgrown yet
shorter route, preferring to take the road less traveled. Hypotenuse action
your roommate called it. Over time you discerned the shortest route
between the Sloane Physics Lab and your dorm and it took you through
more than one private yard, not to mention a vast cemetery. It saved
you an innumerable number of backaches to be sure. Take aside any
science student and you will hear the same tale of woe. The cumbersome
textbooks are murderous to haul and the university couldn’t place the
science buildings at a more remote location if it tried.

The Payne Whitney Gymnasium looms ahead, shadowed by the black
storm cover above. Were it not for the parked cars and street signs, the
darkness could easily lead one to mistake it for a castle. Gulls from the
nearby seashore circle above the parapets that line the rooftop. Some dive
and soar, some pick up speed, and still others hover in place in blatant
defiance of the wind. Nightfall descended prematurely on the city, and
what had been just a few droplets of rain minutes before has turned into a
veritable deluge. A small pack of students run through the stone archway
at the base of the gym with newspapers outstretched overhead. The brunt
of the storm is upon you and rainwater quickly seeps into every quarter.
You break into a sprint down Tower Parkway in a last-ditch effort to keep
your data dry.

The torrential rain pummels your body in sheets as you approach the
backdoor of Morse College. You pass quietly into the building under cover
of dusk and enter the underground labyrinth of steam tunnels and storage
rooms. The humdrum of washers and dryers from a nearby laundry room
fills your ears. You take a brief moment to wring what water you can from
your clothing. After regaining your composure, you head down the narrow
hallway and pass alongside the laundry room. It is empty and devoid of
movement, save for a loose ball of lint circling beneath a ventilation shaft.


